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Problem Set 6
Signals
For the Exercise Session on Nov 26 — Due: Tue, Dec 2, 10am, on Moodle

1 Problem for Class

Problem 1: The Fourier matrix diagonalizes all circulant matrices.
The discrete Fourier transform (DFT) X of the vector x is given by
Loon
X=Wx and X:NW X. (1)

In this homework problem, you will prove that the Fourier matrix diagonalizes all circulant matrices.

(a) To cut the derivation into two simpler steps, we introduce an auxiliary matrix M , defined as

bp  by-1 bn—2 by—3 ... b1
by bo bn_1 by_2 ... by
by by bo by_1 ... b3
M=WA = W| p, by by bo ... by |- (2)
bv_1 byv_2 by_—3 byn_4 ... bo

This is a circulant matrix

Let us denote the unitary DFT of the sequence {bg,b1,...,bn_1} by {Bo,B1,...,Bn_1}. Write out
the matrix M in terms of {By, B1,...,Bnx_1}. Hint: The first column of the matrix M is simply given
by

bo By
by By
bo By
w b3 = B3 (3)
by—1 Bn_1

To find the second column, you will need to use some Fourier properties.

b) Using the matrix M from above, compute the full matrix product
( g ) p p
WAWH = MWH, (4)

Hint: Handle every row of the matrix M separately. Define the vector m such that m? is simply the first
row of the matrix M . But the product m?W# is easily computed, recalling that m” W = (Wm)H .



Solution 1. (a) Note that Vi € {0,...,N — 1}:
N—1
Bi= Y Wb ()
§=0
Let the entry of W in i*" row, j column denoted by W;; = w™ , where w = ¢~ % . For the second
column of M, each b; is multiplied with Wj; ;41 instead of W; ;. Also, W; j41 = Wm-wi. Using the
cyclic shift property, we find

By U}OB() ,w0><2B0 . wOX(Nfl)BO
B; ,wlB1 ,w1><2B1 ,wl><(N—1)B1
M o= B, ’LU232 ,w2><QB2 w2><(N—1)B2 (6)
B]\;,l ’U)N_I.BN,1 ,w(N—1)>.<2-BJ\[71 w(N_l)X(J.V_l)BN,1
By By By By
By wlBl w2B1 e ’LUNilBl
_ BQ ’LU2B2 w4B2 . w2(N—l)32 (7)
Byoi wN By, wNUBy_, ... @pN-DEN-DpB.

(b) Using the hint, let us tackle the first row, thus m” = (By, By, ..., By). We need to find Wm, which
is simply the DF'T of the vector m.

1 1 .. 1 1
1w . w1 1
Wm = : : - : .| Bo (8)
i wN-1 w(N—l.)(N—l) 1
Yo v’
dimo W'
= Bo (9)
ity wV Y
NBy
0
= . (10)
0
This is the vector (NBjy,0,0,...,0), which is thus the first row of the product MW . Note that the
jth row vector of M can be expressed as mJH = (w(j_l)XOBj,w(j_l)XlBj, . 7w(j_l)X(N_l)Bj). Hence
we have
va—_ol wO+G=1))xi
N=1  (14(j—1))xi
Cw
Wm; = B; im0 : (11)

Zii*ol wN =1+ -1))xi

Since for each j € {1,2,..., N}, it can be verified that only the j'* summation is NB; and others are
0. Therefore, we have

NBy 0 ... 0
0 NB ... 0

WAWH = ywH = | _— : (12)
0 0 .. NBy.,



2 The Homework

Problem 2:

(a) What is the parametric-form maximum entropy density f(z) satisfying the two conditions

EX®=a E[X% =0

(b) What is the maximum entropy density satisfying the condition
EX®+ X" =a+b

(c) Which entropy is higher?

Solution 2. (a) The maximum entropy distribution subject to E[X®] = a and E[X!%] = b has the
parametric-form

f(x) = 6915E8+92w16*‘4(91’92). (13)

Note that here, it is not possible to give a closed-form formula for the log-partition function

A(01,02) = ln/ el H0ae gy

—00
simply because this integral does not have a closed-form solution. The last step would be to select 6
and 05 so that

oo
8 16 _
/ x8691z +0sx A(01’92)d$ =a,

— 0o

o0
/ xwealz%ezmwﬂqwl,@)dz —b

—0o0
In principle, this is all good, but we cannot solve these integrals in closed form, either. So, we’d have to
resort to numerical methods.

(b) The maximum entropy distribution subject to E[X® + X1¢] = a + b has the parametric-form
fla) = eflete=a® (14)

Note that again, it is not possible to give a closed-form formula for the log-partition function

> 8, .16
A =t [

(¢) The resulting maximum entropy subject to the condition in (b) is higher. This is because any
distribution satisfying the conditions in (a) always also satisfies the condition in (b). (But note that
we cannot give a nice closed-form formula for the two entropies since we cannot explicitly calculate the
(log-)partition function.

3 Additional Problems

Problem 3: Exponential Families and Maximum Entropy

Let Y = X; + X5 . Find the maximum entropy of Y under the constraint E[X?] = P, E[X2] = P, :
(a) If X7 and X5 are independent.
(b) If X; and X, are allowed to be dependent.



Solution 3. (a) If X; and X, are independent,
Var[Y] = Var[X; + Xo] = Var[X;] + Var[Xs] < E[X?] + E[X2] = P, + P, (15)

where equality holds when E[X;] = E[X3] = 0. Thus we have

1
maxh(Y) < =log(2me(Py + Py)) (16)
fy) 2

where equality holds when Y is Gaussian with zero mean, which requires X; and X, to be independent
and Gaussian with zeros mean.

(b) For dependent X; and X5, we have
Var(Y) < E[Y?] = E[(X1 + X5)°] = E[X}] + E[X3] + 2E[X1 X5] < (VP + V P2)? (17)

where the first equality holds when E[Y] = E[X;] + E[X;3] = 0, and the send equality holds when
Xy = %Xl. Hence, maxy,) h(Y) < ilog(2me(v/Pi + v/P2)?), where equality holds when Y is

Gaussian with zero mean, which requires X; and X5 to be Gaussian with zero mean and Xy = %X 1.

Problem 4: Exponential Families and Maximum Entropy

For ¢t > 0, consider a family of distributions supported on [t,+00] such that E[lnX] = 1 + Int,
a>0.

1. What is the parametric form of a maximum entropy distribution satisfying the constraint on the
support and the mean?

2. Find the exact form of the distribution.

Solution 4. (i) The maximum entropy distribution has the parametric form e??#=A40) = z0=A©)

(i) Let us first find the value of A(6) from the density constraint [~ z%¢~4@dy = 1. This gives

e A0) = —fet% .

6
Next we find @ from the mean constraint ftoo 2?e A Ing do = i—i—lnt . This gives %—?ﬂ;fl) =
Int — T-lu =1 4+ Int and therefore § = —(c +1). The resulting form of the distribution is

ot
p(z) = Zotl

Problem 5: Minimum-norm Solutions

In this problem, we consider an underdetermined system of linear equations, i.e., Ax = b, where
Apmxn is a “wide” matrix (m < n) and b is chosen such that a solution exists. As you know, in this
case, there exist infinitely many solutions. Prove that the one solution x that has the minimum 2-norm
can be expressed as

xyy = VITlUHDb, (18)

where, as usual, the SVD of A =UXV#, and X! is the matrix ¥ where all non-zero diagonal entries
are inverted.



Hint: Clearly, A is not a full-rank matrix, and thus cannot be inverted. However, it might be possible to
construct a matrix A’ such that A’x = b’ has a solution, A is a submatrix of A’ and b is a subvector
of b’. What will be the norm of x in such a case?

Solution 5. Consider the singular value decomposition (SVD) A = UXVH . Here, U is an m x m
unitary matrix and ¥ is given by

01 0 0
0 02 0

x=1. . (19)
0 0 ... om

We assume that A is full rank, meaning that ¢; > 0 for all ¢. Finally, V' is a matrix of dimension n x m
whose columns are orthonormal, i.e., VAV =1,,.

Note that Ax = b has infinitely many solutions. Our goal is to find the one solution with the smallest
2-norm.

We will now construct a new matrix which is of dimension n x n and of full rank. To this end, pick any
unitary matrix Up of dimension (n —m) x (n —m) and any diagonal matrix Xp, also of dimension
(n—m) x (n—m), with strictly positive entries on the diagonal. Moreover, pick a matrix Vg of dimension
n x (n—m) whose columns are orthonormal and at the same time orthogonal to all of the columns in V.
(It is easy to see that such a matrix exists.) Define the matrix B = UgXgVAL. With this, we can now
stack up A and B, and they satisfy

A U ol[z o]][vH
= H|» (20)
B 0 Ugp| |0 XB||Va
where we also note that the last expression is indeed the singular value decomposition of the stacked
matrix. Select any vector bp of length n —m. Now consider solutions x to the system

AX_U 01X 0 VHX_b (21)
BT |0 Ug| |0 Zp| |[VE|T ™ |bg|"
Since the matrix [g} is full rank by construction, thus invertible, the solution is given by
-1 H
> 0 U 0 b
wfy 2 AR

Moreover, note that this solution x also satisfies Ax = b, so it is a solution to our original system of
equations. The square of the 2-norm of x is

el N | N O A A R

= [[VSTUTD|3 +[[VBEE U bsll3 (23)

Both summands in the last expression are non-negative. Since the first summand is fixed, the expression
is minimized if we can make the second summand zero. To do so, we select bg = 0. Hence in such case,

-1 H
_V]IiE o U 0 bl <« 1H
N
Problem 6: Exponential Families and Maximum Entropy 2

Find the maximum entropy density f, defined for x > 0, satisfying E[X] = a3, E[ln X] = ay. That

is, maximize — [ fln f subject to [zf(x)dz = a1, [(Inz)f(z)dz = as, where the integral is over
0 <z < oo. What family of densities is this?



Solution 6. The maximum entropy distribution subject to constraints
/xf(x)dm = (25)
and
/ (In2) f(2)dz = as (26)

is of the form
f(x) _ e)\o+)\19:+)\2 Inz _ C:L,)\zex\lw (27)

which is of the form of a Gamma distribution. The constants should be chosen so as to satisfy the
constraints. We need to solve the following equations

/ flx)dz = / ca*eMdr =1 (28)
0 0

o0
/ af(x)de = / ca? M eMTdy = oy (29)
0 0
/ (Inz)f(z)dz = / ca™eM Inzdr = oy (30)
0 0
Thus, the Gamma distributions f(z) = F(klka_le_% with
E[X]=k0 =y E[ln X] = (k) + In(0) = (31)

is the exponential family we want.



