
Homework 9
CS-526 Learning Theory

Recaps if needed:

The tensor product is denoted by ⊗. In other words, for vectors a, b, c we have that a⊗ b
is the square array aαbβ where the superscript denotes the components, and a⊗ b⊗ c is the
cubic array aαbβcγ. We often denote components by superscripts because we need the lower
index to label vectors themselves.

The Kronecker product ⊗Kro of two vectors a ∈ RI1 and b ∈ RI2 is a vectorization of the
tensor (or outer) product. This amounts to take the I1 × I2 array aαbβ = (a⊗ b)αβ and view
it as a vector of size I1I2. More precisely, we define the Kronecker product as the column
vector:

a⊗Kro b =
[
a1bT · · · aI1bT

]T ∈ RI1I2 .

Let A =
[
a1 · · · aR

]
and B =

[
b1 · · · bR

]
be matrices of dimensions I1 × R and

I2 ×R. We define the Khatri-Rao product as the I1I2 ×R matrix

A⊙KhR B =
[
a1 ⊗Kro b1 · · · aR ⊗Kro bR

]
.

We recall that if both A and B are full column rank, then the Khatri-Rao product A⊙KhRB
is also full column rank.

A summary of Jennrich’s algorithm is found on page 3.

Problem 1: Jennrich’s type algorithm for order 4 tensors

Consider an order four tensor

T =
R∑

r=1

ar ⊗ br ⊗ cr ⊗ dr

where A =
[
a1 · · · aR

]
∈ RI1×R, B =

[
b1 · · · bR

]
∈ RI2×R, C =

[
c1 · · · cR

]
∈ RI3×R

and D =
[
d1 · · · dR

]
∈ RI4×R are full column rank.

1) Check that you can apply Jennrich’s algorithm (see next page for a recap of this
algorithm) to a “flattened” version of T , namely the order three tensor

T̃ =
R∑

r=1

ar ⊗ br ⊗ (cr ⊗Kro dr) .

where ⊗Kro is the Kronecker product defined in the previous question.

2) Deduce that the rank R as well as the matrices A, B, C, D can be uniquely determined
from the four-dimensional array of numbers T αβγδ (up to trivial rank permutation and
feature scaling).
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Problem 2: A multiple choice question

Find the correct answer(s).

Let wi(ϵ) for i ∈ {1, . . . , K} be continuous functions of ϵ ∈ [0, 1]. Suppose that for all
ϵ ∈ [0, 1] the N ×K matrices

[
a1 + ϵa′

1 · · · aK + ϵ a′
K

]
,
[
b1 + ϵb′

1 · · · bK + ϵb′
K

]
and[

c1 + ϵ c′1 · · · cK + ϵ c′K
]

have rank K. Consider the tensor

T (ϵ) =
K∑
i=1

wi(ϵ) (ai + ϵa′
1)⊗ (bi + ϵb′

1)⊗ (ci + ϵc′1) .

(A) The tensor rank equals K for all ϵ ∈ [0, 1].

(B) The tensor rank equals K for all ϵ ∈ [0, 1] such that ∀i ∈ {1, . . . , K} : wi(ϵ) ̸= 0.

(C) It may happen that the tensor rank of the limit limϵ→0 T (ϵ) is K + 1.

(D) If we replace the assumption that
[
c1 + ϵ c′1 · · · cK + ϵ c′K

]
is rank K by the as-

sumption that these vectors are pairwise independent, then the tensor rank can never
be K whatever the assumptions on wi(ϵ), i = 1, . . . , K.
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Figure 1: Jennrich’s algorithm (from Introduction to Tensor Decompositions and their Ap-
plications in Machine Learning Review,Rabanser, Shchur, Gunnemann)
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