Advanced Probability and Applications EPFL - Spring Semester 2022-2023
Solutions of the final exam

Please pay attention to the presentation of your answers! (3 points)

Exercise 1. Quiz. (21 points)

Answer each yes/no question below (1 pt) and provide a short justification (proof or counter-
example) for your answer (2 pts).

a) Let X, X9, X3 be three random variables, such that for every 1 < i < 3, X; takes values in
{—1,41} and P({X; = +1}) = P{X; = —1}) = 1/2. Is it the case that o(X; + X2, X7 + X3) =
o(X1, X2, X3) ?

Answer: No, The set {X; = +1, X2 = —1, X3 = —1} does belong to o(X1, X9, X3), but not to
O'(Xl +X2,X1 +X3)

b) Let X,Y be two random variables such that X2 > Y? almost surely, E(X) = E(Y) and
E(X?) = E(Y2). Does it necessarily hold that X =Y almost surely ?

Answer: No. Take any non-trivial and square-integrable random variable X and ¥ = —X.

c) Let FF: R — R be a continuous cdf and G : R — R be the function defined as

) — 1—F(1/t) ift>0
()= 0 ift<0

Is it always the case that G is a also a cdf ?

Answer: No. lim; 1o G(t) =1 — F(0), and F(0) is not necessarily equal to 0.

d) Let ¢ : R — R be the function defined as

1 if [t <1
oty ={2-|t| if1<|t <2
0 if [¢] > 2

Is ¢ a characteristic function ?
Hint: Consider the 3 x 3 matrix {A4;; = ¢(t; — tj)}zs,jzl with t1 = —1, to = 0 and t3 = +1.

Answer: No. det(A) = —1 <0, so A is not positive semi-definite.

e) Do there exist two non-deterministic and i.i.d. random variables X,Y such that X +Y and 2X
have the same distribution ?

Answer: Yes. Take two i.i.d. Cauchy random variables (with both infinite variances!).



f) Let (Y,, n € N) and (Z,, n € N) be two sequences of random variables. Let us also define, for

n € N:
k

Fo=0|> YiZj,0<k<n
§=0

Is (Fpn, n € N) a filtration ?

Answer: Yes. Defining X,, = Z?:o Y Z,—;, we see that (F,, n € N) is the natural filtration of
the process X.

g) Let (X, n € N) be a sequence of random variables and (F., n € N) be its natural filtration.
Let also
T = 1nf{n eN: X’n, > XTH—I}

Is T a stopping time with respect to the filtration (F.X, n € N) ?

Answer: No. The event {T' = n} depends on X,,;1 in general and is therefore not F,,-measurable.

Exercise 2. (25 points + BONUS 3 points)

Let (Z,,n > 1) be a sequence of ii.d. ~ AN (0,1) random variables. Let also a € R and let
(Xn, n € N) be the stochastic process defined recursively as

Xo=0, Xpt1=aX,+Zp11, n=>0

Moreover, let (Y,,, n > 1) be the sequence of random variables defined as
n—1
Yn:ZXij+1, TLZI
j=0

a) Compute E(Y,,) for n > 1, and when —1 < a < +1, compute lim,,_,, E(Y,,/n).
Answer: Let us first observe that E(X,,) = 0; then compute E(X2) and E(X,,X,,11):

n

1— 2
E(X2.,) =d"E(X2)+1, so E(Xp)=1+d"+... +a*"V= N _22

and

1—a?"

1—a?

E(X, Xp41) =aRE(X3) =a

Therefore,

a 9 a 1—a®
E(Y,) = (1—a%)= n- T3

which in turn implies that
lim E(Y,/n) = —

n—00 1—qg2

From now on, we assume that a = 0. ‘




b) Show that

Answer: Use Chebyshev’s inequality:

and compute

n—1 n—1
E(Y?) = > E(X;X; 11 Xp Xe1) = Y E(X))E(XF) =n—1
k=0 =0

as only the terms j = k “survive” in the above double sum (by independence of the X; and the
fact that E(X;) = 0). This leads to the conclusion that

(=)

Y,

n

i.e. convergence in probability.
c) Show that for 0 < s < %, it holds that
1

E(exp(sYy)) < (1_—232)n

Hint: Condition successively on F; = o(X1,...,X;), j =n—1,n—2,...,1 and use the inequalities:

—

*

E(exp(s2X)) < E(exp(s2X +s°X?)) <

N

§222)

1
V1 —2s2 exp(

valid for 0 < s < %, z € R and X ~ N(0,1). Please note that the first inequality is obvious; it is

useful in the first step of the computation.

Answer: Conditioning on F,_1, we obtain
E(exp(sYn)) = E(exp(sYn—1)E(exp(sXy—1Xy)|[Fn-1)) = E(exp(sYn—1)p(Xn-1))

where p(z) = E(exp(szXy,)) < %\/%zz) by the hint. The next step gives

1
E(exp(sYy)) £ ——
E(exp(sY;,_o) E(exp(sXn 2Xn_1 + 52 X2_1)|Fn_2))

E(exp(sYn_1 + s°X2_}))

1
1 —2s2
1

= \/TWE(GXI)(SYn—Q)w(Xn—Q))

where 9(z) = E(exp(s2X,,_1 + s2X2_;)) < ef/%), again by the hint. Proceeding recursively, we

reach the desired conclusion (remember that zo = 0).




BONUS: Prove the last inequality ().

Answer:

1 2 1 1
E(exp(szX + s°X?)) = oz /R dx exp <_1:2 + szx + 521'2) = /Rdx exp (—2(1 —25%)2% + szx)

N

1 1 sz 21§22 1 1 s222
=— /| d —— [ V1 —2s2 —_— — = -
27T/Rxexp< 2( s“x 4+ %1—232> +21—252> %1_2326}(1)(21—252)
2.2
< oP(s7) for s < 1/2

T V1 —2s2

d) Deduce from there that for every ¢ > 0, there exists a constant C' > 0 (possibly depending on
t) such that for every n > 1,
P({Y,, > nt}) < exp(—Chn)

Hint: In order to simplify computations, you may use the inequality —log(1 — z) < 2z, valid for
0<z<i
=4+ =3

Answer: As mentioned during the exam, the above hint should be ignored. By Chebyshev’s
inequality and c), we have for 0 < s < 1/2:

E(exp(sYy) - exp(—snt)
exp(snt) — ( 1—232)

P({Y, > nt}) < = = exp(—n(st — % log(1 — 2s%))

Various arguments here allow to conclude: notably, one can observe graphically that for every
t > 0, there exists 0 < s < 1/2 depending on t such that

C:st—%log(1—252)>0

e) Is the process (Y,, n > 1) a martingale with respect to (F,, n > 1) 7 Justify.

Answer: Yes. Indeed, for each n, Y,, is integrable because the Z; are Gaussian random variables,
Y,, is F,-measurable, and

E(Yyi1|Fn) = Yo+ XpE(Xpp1) =Y, +0=Y,

Exercise 3. (25 points)

Let 0 < 0 < 1 and (Z,, n € N) be a collection of i.i.d. and zero-mean random variables such that
Var(Z;) = 0% and |Z,(w)] < 1 for all n € N and w € Q. Let also X,Y be the two stochastic
processes defined recursively as

X():l, Xn+1 :Xn (1—|—Zn+1), TLZO
Yo=1, Yo=Y, (1_Zn+1)7 n=>0

a) Compute recursively Cov(X,,Y,) for n € N. Is this covariance increasing or decreasing with n 7



Answer: Cov(X,,Y,) =E(X,Y,) — E(X,)E(Y,), E(X,) =E(Y,) =1 and
E(Xnt1Yni1) = E(X,Y,) E(1 — Z2 1) = E(X,.Y,) (1 — 0?)
so E(X,Y,) = (1 — 0?)" and Cov(X,,Y,) = (1 — ¢?)" — 1, decreasing in n.

Now, let Fo ={0,Q}, F, =0(Z1,...,Z,) for n > 1, and
M, =X, +Y, n>0

b) Does it hold that (M,, n € N) is a Markov process with respect to the filtration (F,, n € N),
i.e. that

E(Q(Mn+l) ’Fn) = E(Q(MnJrl) | Mn)
for every n > 0 and g € Cp(R) ? Justify.

Answer: No. My = X1+ Y1 = (Xn +Yo) + (Xn —Yo) Znyr = My + (X — Yy) Znga
The random variable M, can therefore not be written as a simple function of M,, and Z,,41; the
process M is not a Markov process.

c) Show that the process (M, n € N) is a martingale with respect to the filtration (F,, n € N).

Answer: By induction, M, is integrable and F,-measurable. Also

E(Mpi1|Fn) = Xn E(1 4 Zni1) + Yo B(1 = Zypi1) = Xp + Yy = M,

d) Compute the process (A4,, n € N) defined recursively as
Ag=0, App1=A, +EM2,|F) - M2, n>0
Answer:
A1 — Ay = M2+ 0+ (X, — V,)°E(Z2,) — M2 = 0* (X, — Yy,)?
50 Ap =02 310(X; — Y))2

e) What do you know about the process (M2 — A,, n € N) ?

Answer: It is a martingale.

f) Does there exist a random variable My, such that M, j Mo almost surely 7 Justify.
n o

Answer: Yes, as M is a non-negative martingale (second version of the martingale convergence
theorem).

2
g) Does there exist a random variable M., such that M, = My 7 Justify.
n—oo

Answer: No, as Var(M,,) = Var(X,, +Y,) = Var(X,) + Var(¥,,) + 2Cov(X,,, ¥;,) and by induction,
we have

Var(X,) = Var(Y,) = (14 o2)"



and Cov(X,,,Y,) — —1 and n — oo by part a). So Var(M,) goes to +o0o; L?-convergence cannot
happen.

Exercise 4. (16 points)

Let M = (M,,, n € N) be a stochastic process defined recursively as follows:

3M, +1

HT—'_ with probability %
My =2 <0, Mn+1 =

M, : e

< with probability 5

a) Show that the process (M, n € N) is submartingale.
Answer: For each n € N, M, is integrable, as it takes only a finite number fo values, and

13M,+1
E(Mpi1|Fn) = 5 —5— +

1 M, 1
2 2 2 2

(where (F,, n € N) is the natural filtration of M).

Let us now consider the stopping time 7' = inf{n > 1 : M, > 0}, as well as the stopped sub-
martingale N = M7 defined as
Ny =M} = Mrpn = Myin(r,y forn €N
b) Explain why there exists a random variable Ny, such that NV,, — Ny almost surely.
n—oo

Answer: N is a submartingale, which by definition is bounded above by the value 1/2, so

supE(N;) <
neN

< +00

| =

and by the second version of the martingale convergence theorem (to be more precise: its general-
ization to submartingales), No, exists.

¢) Does it hold that E(Ny|F,) = N, for every n € N 7 Justify.

Answer: No. As N is a (strict) submartingale, it will hit 0 with probability 1, so No, > 0, but
Ny = x < 0 by assumption, which makes the above equality impossible, at least for n = 0.

d) To what interval in R does the random variable Ny, belong ?

Remark: Of course, R itself is a valid answer to the previous question, but we are actually asking
here for the interval of minimal size to which N is guaranteed to belong.

Answer: From the definition of T" and the observation that from a negative value, N,, cannot move
above +1/2 (excluded), we obtain that N, € [0,1/2].



