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JXVermannentropy & entanchement

ENTROPY .

--

A fundamental quantity of interent in

quantum information & communication is the

quantum motion of entropy.

The density matrix is an aneby of the

probability distribution is usual prob theory

an similarly van Neumane entropy is a

sat of amalg of Shamman's entropy of classical

information theory

However as we will me the phenamena

of entanglement between to systems allows to

define an "enlanglement eutropes" with no real
dessical analog .

This is a new kind of



②

entropy not anociated with statistical

ensembler (an mixtures) .

#. SHANNON ENTROPY
.

Consider a discute r . V X taking

vales x = 9 1 192 --

-, 9k with probabilitie

01 = 82 ..., Pr :

The Shamman entropy

is by definitie
K

H(X) = - [p : 8820i
i=1
-

(ahpi)
↑

This measure the amount of information in

e stream (a source) of symbol a emitted

with probabilities pro Essentially it give



&

te best penible rale of comprenio for

Mis sance- Intuition :#= unantainty

contained in the source
.

-

Essentialprepentie.
-

a) H(X)20.

b) H(X) is maximal fa p(x=a) = 1
K

= uniform distribution

Huax = -K . log , k = log:1
K

c) H(X) is a concave functional of

the probability distributio tx :
De

H[c4x + 4-49x]] H (px] +x-aH[a)

fa DC1.

(Notalian hee H(X) = H[PX] ).
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hopyof a binary sance

alphabetat = 20
, 13 . FOT = pSp(2) = 1-p

H(x) = hy(p) = - plogu - ( -p)bgz4-p

h2(P
1

>
h
, (2)= 1 MI
-P



⑤

VONNEUMANN ENTROPY.

-Edensity matix Canoby of Px) .

I=- Tr(ges . )

Camey of H(x) =H[X]= Pilui)

acticalmathematical meaning of dif :

gt = Sig20 ; Trg = 2

Mus & has eigeveles Si

and is diagand in an athonamel

ei jennecter basis .

The eigenvalues of fing are (itudi)
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⑮Trglug-siens
un

wher = dimbl

# von venmaureeShamaentree
&asic Propertion

· S(g) zo

2) Scg) maximal for : =
1
,
i =2 ---d

d

#9 = 14 ,
d = dimfe.

d

3) S(g) = 0 () f = 14741 is

<

a pure state"



⑰
Pfof 3) :

g = 1434y1 - Je = 2 ; bj = 0 ,j
=> S(g) = -111-oho ...

= 0 .

converse also true

Barak : The entropy of a pure
-

state necter is always zero . Thus pure

state recles do carry any uncertainty

about the state of the system.

↑
Not to be confused with theuncentainty ofC Sthe outcome of the measurement process

4) anavity (No proof hee (

S(xy
,
+ 4-x92)) xS(y, ) +4 -45(92)

- 04-1-
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#entrookof a quisit

Recell for are qubit f = [ (1 + 2 . 2)

= = (Ex
,5 ,
2) and 111_) 1

Ja in the BEch Ball)

To compute S(g) we must compute the

eigenvalues of go In fact here we use

a slightly heuristic argument (could be

made rignam) . There exist a change of
4 -(1

basis such thet z-axis is aligned with a

so in the new basis

9 -> j = 1 (k + 11
.52)

= 2)
2 +121 g

(j 1 -121
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S(g) = S(j)
=-
- Ah (

= binary eutrope function of
-

a distr p(0) =>
all

S 2
->

p(l) = l

-
Ila1

= 2⑧-↑
=oa
-

S = luz =max
->in centen

.

-
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#.
Entanglement entropy

. )
-

Recall for H = RAHy pure

states can be classified into

Productstaten & etaugendstaten.

143 = 14a) & 143) (4) imponible to
factorise

possible to factorize.

C For density matrice (or mixed states)

Mis distinction is a bit more subtle and

not discused here ) .

What we discuss here is a measure

((

-quantiteaerbeedeen es



⑪

-finition .Tashmerenr

Lt The

stele

Let

Au se

wiSa = Tr (24)<y

the particl on reduced DMs.&32
We define the entanglement entrope

S(gal = -Tr(galga)

S(93) = - Tr(93hSp)

Thesrem % If SA &Si same from a pure
=

skle as above
,
we have S(GA)= S(Sis).
hisis a consequence of the important Schmidt Ther.



⑫

Example-
-

! Productstate
. 142= 14130143)

=> g = 14 ><a 14h<3 1 .

= Sa Si

with Sa = Tref = 14a) yal

S = Tres = High <ti

=Sisi) = o

so the entanglement entrope of product state

is zero
,

"There is no entanglement
"

2)Bellstate.

at IBcRD= (10010)+110(i))



⑬

9 = 1B) < Bell /

Sa = Tra Ill Bel

= (10240(n + 127
, (11)

= -A maximally randam !
-

Sis = tis also meximelly randon !
-

=S(si) = En max eret

Thentanghienentropy of a Bell state is

maximal
-

Bell

ethell
adina

I but they are locally maximally random since

ga (Sal = S(sis) = en 2.

-titastonishing fact.



⑭

Entanglement entropy beharen in a
-

very man-classical way . It has no

camical anaby .
This plays a very

important role as you will see in mar

advanced clamen an CIT

For example if (X, Y) is a pain of

classical R . V then it is always tre that

H(X
,
4) <-H(x) & H(X)

↑ S
entropie of marginal dish.

But for g : 143 (4) in Ha Mis

we may have

S(g) < S(ga) & S(g)

for example with 5 = 1e) Liste indeed

S(g) = 0 -(m = S(a) = S(Si).


