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Homework 2

Exercise 1.

a) Which of the following are cdfs?

1. F1(t) = exp(−e−t), t ∈ R 2. F2(t) =
et

et+e−t , t ∈ R

3. F3(t) = 1− exp(−1/|t|), t ∈ R 4. F4(t) = 1− exp(−et), t ∈ R

b) Let now F be a generic cdf. Which of the following functions are guaranteed to be also cdfs?

5. F5(t) = F (t2), t ∈ R 6. F6(t) = F (t)2, t ∈ R

7. F7(t) = F (1− exp(−t)), t ∈ R 8. F8(t) =

{
1− exp(−F (t)/(1− F (t))) if F (t) < 1

1 if F (t) = 1
t ∈ R

Exercise 2.

Let (Ω,F ,P) be a probability space. Using only the axioms given in the definition of a probability
measure, show the following properties:

a) If A,B ∈ F and A ⊂ B, then P(A) ≤ P(B) and P(B\A) = P(B)−P(A). Also, P(Ac) = 1−P(A).

b) [inclusion-exclusion formula] If A,B ∈ F , then P(A ∪B) = P(A) + P(B)− P(A ∩B).

c) [union bound] If (An, n ≥ 1) is a sequence of events in F , then P(∪∞
n=1An) ≤

∑∞
n=1 P(An).

d) If (An, n ≥ 1) is a sequence of events in F such that An ⊂ An+1, ∀n ≥ 1, then P(∪∞
n=1An) =

limn→∞ P(An).

e) If (An, n ≥ 1) is a sequence of events in F such that An ⊃ An+1, ∀n ≥ 1, then P(∩∞
n=1An) =

limn→∞ P(An).

Exercise 3.*

Let Ω = [0, 1]2, F = B([0, 1]2) and P be the probability measure defined on (Ω,F) defined as

P( ]a, b[×]c, d[ ) = (b− a) · (d− c), for 0 ≤ a < b ≤ 1 and 0 ≤ c < d ≤ 1

which can be extended uniquely to all Borel sets in B([0, 1]2), according to Caratheodory’s extension
theorem.

Let us now consider the following two random variables defined on (Ω,F ,P):

X(ω1, ω2) = ω1ω2 and Y (ω1, ω2) =
ω1 − ω2

2

a) Compute and plot the cdf FX of X.
b) Compute and plot the cdf FY of Y .



Exercise 4.

Let X1, . . . , Xn be i.i.d. ∼ E(1) random variables (i.e., they are independent and identically dis-
tributed, all with the exponential distribution of parameter λ = 1).

a) Compute the cdf of Yn = min{X1, . . . , Xn}.

b) How do P({Yn ≤ t}) and P({X1 ≤ t}) compare when n is large and t is such that t ≪ 1
n ?

c) Compute the cdf of Zn = max{X1, . . . , Xn}.

d) How do P({Zn ≥ t}) and P({X1 ≥ t}) compare when n is large and t is such that t ≫ log(n) ?

Exercise 5.

a) Let (Ω,F) denote a measurable space. Define a function X : Ω → R as follows:

X(ω) =


−2 on F1

1 on F c
1 ∪ F2

0 on F c
1 ∪ F c

2

where F1, F2 ∈ F . Is X a random variable on the measurable space (Ω,F)?

b) Let (Ω,F) denote a measurable space such that Ω = {a, b, c, d} and F = {ϕ, {a, b}, {c, d},Ω} .
Let X be a function such that X(a) = X(b) = −1, X(c) = 1 and X(d) = 2. Is X a F− measurable
random variable ?

c) [Median of a random variable] Let (Ω,F ,P) be a probability space and X be a F− measur-
able random variable. Then, a real numberm is called the median ofX whenever limϵ→0 F (m−ϵ) ≤
1
2 ≤ F (m), (ϵ > 0) where F denotes the cdf of X. Show that every random variable X has at least
one median, and that the set of medians of X is a closed interval of R. Under which condition, is
the median of a random variable unique?
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