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Quantum Information Procening .
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* quantum physics
* information processing.

2cussion and motivation :

1) Quantum physics
~m

Fundamental laws of nature are quantum in fact.
Classical physics emergen as a behavio of
material systems at appropriate energy , distance,
time scale

,
as well as complexity scales.

How this classical behavia mergen is nother

unclear .

In any core quantum laws & description of physY

systems depart from classicef ore in many

strange ways and new concepts are needed.

Inthis class you
will acquire same pation

of quantum laws · Fortunately for the aspects
not will concern us in quantum information
and computation , this can be done with
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a minimal amount of physics knowledge

2) Information theory (classical (
-

As you all knew modern classical information the

assures What Me basic unit of information is the

bit 0/1 . Mathematically this is a random

vanichle . Informatia measure are given by
entropic quantifia , lile Shamua's entropy,
bared on probability distributions . For example
the amount of information of a source described

by same probability distribution is given by
Shamman's entropy which also tech us by how
much we can compen a message (for exemple).

Now
,
classical information terry is largely

independent of the underlying technology uned
to ston (memnics) communicate -c
- -

measure gualsandinformation .

-

However this is done in physical systems
after all ."

And at same scales the physical systems
obey the quantum bas (which are very

differente than usual classical lows) &
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·
das, quantum behavia offers new ressome

renifamatio
! Dane

n classical anclog and fac us touthink
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3) Quantum information .

In QI Therry the besic unit of information
is not the classical bit /1

(a n - r with pCol = q ; p(1) = 1-g say) .

but a new mation called the

11 11 2( 11

QUANTUM BIT el &
abit
-

ewill bar What itisi een se
For the moment let us just give a glimper :
-

* A qubit is a rector that is a "superposition"

of a "0" and "1" "states" : 4 = <(0)+ p(i)
= x (0)+&(2)

# when observed a measured the "veta" gets

protected" . The axis of projections depend on

"Me
way it is

measured"
.
The projection is

randam
.
The outcome depend on 4 and

1[

on the way me measure" . In any care one-

desicalbit of info is extracted from measurement
--



* When the qubit is not isolated (from the

environnement) the recta deniption is not sufficiet.

The qubit is described by a mchrix
-

73x2
,
called the Density Matrix) . This

density matrix is an anolog of a probability

distribution
.
We will come to this aspect only

in the third part of the clas
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-reviewof Chapters this remate.

:
I
. Interference experiments . Clesgied versus quantum
· behovia (purety phenomenological description (

·
2. Mothematical principles of Quantum Physics
j - recap of linear algebra in Direc motationS -

Axians of Quantum Phys

o - Qubits , Back sphere, physical examples .

3. Example and applications of the formalism to
The interference experiments

Secreta Quanhins distribution
,
Basic protocol.4. Key

·en S
Bell state

,
Telepatation

,

Dence coding , Bell insqualities,
Sweeping & repeaters for
metwake

.

>
7 .
Dgramis of two bret systems I find

S - -

S
· Spir in magelic

8 1 I Ce i
· Rabioscillations
· Gates

P 9 &
" of 2 qubit systems ·Heinenberg

interaction· S
· CNOT gate
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10 . Density matrix (qubits in environnement (
11· von Neumann entropy I Analog of

Stamman's atropy: u 1 L L E S
S

Entanglement
7 Y 1 # entropy ect---

23 ·
Selected topics/project)--


