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Regulation by public policy makers
How should/can we regulate AI in general and RL in particular?

Challenges in AI Regulation:

Pretraining produces misaligned
models
Alignment methods struggle to 
assure alignment and safety
LLM evaluations are cofounded
and biased
Interpreting or explaining LLM 
outputs is hard
Jailbreaks and prompt injections
The rapid pace of AI development

Development and Deployment

Capabilities are difficult to 
estimate and understand
Effects of scale are not well
characterized
In-context learning is a black box
Agentic LLMs pose novel risks
Multi-agent safety is not assured
by single-agent safety
Safety-performance trade-offs are 
poorly understood

Scientific Understanding of LLMs

Reference: Foundational Challenges in Assuring Alignment and Safety of Large Language Models [https://arxiv.org/pdf/2404.09932.pdf]

Socioeconomic impact (worker
displacement, deployment of 
biased models)
Values to be encoded within AI 
systems are not clear
Dual-use capabilities
Copyright violations (in training 
data and outputs of models)

Sociotechnical Challenges
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https://arxiv.org/pdf/2404.09932.pdf


"Regulating research and 
development in AI is incredibly 
counterproductive."
- Yann LeCun

Regulation by public policy makers

References:

• Slowing down development of AI systems passing the Turing test [https://yoshuabengio.org/2023/04/05/slowing-down-
development-of-ai-systems-passing-the-turing-test/]

• Oversight of A.I.: Principles for Regulation: Testimony of Professor Yoshua Bengio presented before the U.S. Senate Judiciary 
[https://yoshuabengio.org/wp-content/uploads/2023/07/Written-Testimony-and-biography-of-Yoshua-Bengio_U.S.-Senate-
Judiciary-Subcommittee-on-Privacy-Technology-and-the-Law_25_07_2023.pdf]

• How not to be stupid about AI [https://www.wired.com/story/artificial-intelligence-meta-yann-lecun-interview/]

• AI will never threaten humans, says top Meta scientist [https://www.ft.com/content/30fa44a1-7623-499f-93b0-81e26e22f2a6]

"There is an urgent need to 
regulate these (AI) systems by 
aiming for more transparency 
and oversight of AI systems to 
protect society."
- Yoshua Bengio
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• Should we open source models beyond a certain capability threshold?
• What should companies be required to report about training large scale

models?
• How to deal with copyright violations?
• Reinforcement learning (RL) agents present particular risks (giving an 

advanced AI system the objective to maximize a reward and might give rise to 
misaligned incentives and even present existential risk).

Reference: Regulating advanced artificial agents [https://www.science.org/doi/10.1126/science.adl0625]
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Regulation by public policy makers
How should/can we regulate AI in general and RL in particular?

https://www.science.org/doi/10.1126/science.adl0625


Current Regulatory Landscape:
• EU AI Act

[https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-
intelligence]

• UK announces AI Safety Institute
[https://www.gov.uk/government/publications/ai-safety-institute-overview/introducing-the-ai-safety-institute]

• Private AI labs sign voluntary White House AI commitments
[https://www.npr.org/2023/09/12/1198885516/these-tech-giants-are-at-the-white-house-today-to-talk-about-
the-risks-of-ai]

• 2023 Global summit on AI safety [https://www.aisafetysummit.gov.uk/]

• Center for AI Safety [https://www.safe.ai/]

• Chapter 7 of the Stanford's 2024 AI Index Report 
[https://aiindex.stanford.edu/report/#individual-chapters]
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ChatGPT aligned to a set of values
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ChatGPT aligned to a set of values
Sam Altman said there had been "massive 
progress" between GPT-3 and GPT-4 in terms of 
how well it can align itself to a set of values. [1]

Control, censorship
Bias amplification
Echo chamber
Manipulation and exploitation
Fragmentation of society
Data collection, privacy risks

Ideas

Why would we want to do that?
Who decides on the values?

• OpenAI
• Per country
• Per user

What are the potential risks?

Questions

[1]: https://www.weforum.org/agenda/2024/01/davos-2024-sam-altman-on-the-future-of-ai/

Value alignment:
• Data curation
• Human feedback
• Prompt engineering

User data collection:
• Past interactions
• Social medias
• Cookies

Implementation
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ChatGPT aligned to a set of values
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RL and addiction

9



RL and Addiction 
« Nothing vast enters the life of mortals 
without a curse. » – Sophocles
«You never know what, if, and when you 
going to get the next post you really like –
the reward might just be one scroll away 
from it. » [1]
« 15% of young adults are extremely 
reliant on cellphones, while 45% of US 
citizens claim they cannot live without 
their smartphones » [2]

[1]: https://www.thesocialdilemma.com/
[2]: Wang, J. and Zhang, X. (2023b) ‘The reinforcements and punishments in social media addiction’, Journal of 
Education, Humanities and Social Sciences, 8, pp. 1460–1464. doi:10.54097/ehss.v8i.4503. 
[3] https://blog.twitter.com/engineering/en_us/topics/open-source/2023/twitter-recommendation-algorithm
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[1]: https://www.thesocialdilemma.com/
[2]: Wang, J. and Zhang, X. (2023b) ‘The reinforcements and punishments in social media addiction’, Journal 
of Education, Humanities and Social Sciences, 8, pp. 1460–1464. doi:10.54097/ehss.v8i.4503. 
[3] https://blog.twitter.com/engineering/en_us/topics/open-source/2023/twitter-recommendation-
algorithm
 

Like vs Scroll: What is the bigest driver of the 
social media addition? 
Sparsity of the rewards on the social media is one 
of the causes behind addition?
Twitter's Recommendation Algorithm: How does 
Twitter select content to ensure users always come 
back for more?
Prevent RL-caused addiction: What can we do to 
reduce the addiction caused by RL algorithms?

Discussion Topics
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RL and Addiction 

https://www.weforum.org/agenda/2024/01/davos-2024-sam-altman-on-the-future-of-ai/


RL and chemical weapons
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RL for chemical weapons

"... scoring function, which gives it a high score if 
the molecules it generates are towards something 
we want. Instead of giving a low score to toxic 
molecules, we give a high score to toxic 
molecules.” F.Urbina [1]

[1]: https://www.theverge.com/2022/3/17/22983197/ai-new-possible-
chemical-weapons-generative-models-vx
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Synthesis regulation
Monitor or control access to 
datasets
API (ChatGPT)
Impact statements for 
publications
Code of conduct

Ideas

What are the potential dangers ?

How to regulate it ?

What are the potential impact on 
AI-based drug discovery of these 
regulations?

Questions



Ethical goals via RL policies
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Implementing ethical goals in RL policies

[1] https://www.theguardian.com/technology/2016/mar/26/microsoft-deeply-sorry-for-offensive-tweets-by-ai-chatbot
[2] https://www.nytimes.com/2023/11/21/us/politics/ai-drones-war-law.html
[3] https://www.rts.ch/info/economie/14201759-lintelligence-artificielle-provoque-de-premiers-licenciements-aux-etatsunis.html
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How can this be implemented?

What are the ethical concerns of implementing ethics in RL policies?

Should we do it? Is it the right approach?

[4] Neufeld, Emery A., et al. Enforcing ethical goals over reinforcement-learning policies. Ethics 
and Information Technology 24.4 (2022): 43. (‘Vegetarian Pac-Man’) 
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Implementing ethical goals in RL policies



Fine-tuning of a pre-trained LLM
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Fine tuning of a pretrained LLM

How to obtain an LLM tailored to a particular task? (style/content...)

Example: 
code writing assistant
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Cannot train LLM from scratch
(very long and difficult)

Fine tuning pretrained models:
use pretrained model (e.g. GPT-4)
find/make a dataset specific to 
the task
fine tune (train further) on this 
dataset



How to obtain an LLM tailored to a particular task? (style/content...)
Cannot train LLM from scratch (very long and difficult)

Anonymous, almost no 
filters
Discuss politics and 
world events
Contains high 
proportions of 
insulting/profane/toxic 
posts

Example: 4chan /pol/
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Fine tuning of a pretrained LLM



Think about:

Pretrained model
Dataset
Algorithm
Compute resources

Instructions for your presentation:

Answer two questions: how can fine tuned LLMs be 
used in a beneficial/maleficent way? Collect some 
ideas for both.

Pick one idea - what are the resources you need to 
implement your idea? How would you proceed?
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Fine tuning of a pretrained LLM



Retrieval-augmented generation
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Retrieval-augmented generation (RAG)
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‘General LLMs fall short in cases like up-to-date or relevant information, 
domain-specific context, fact-checking, etc.’ [3]

[1] https://www.nytimes.com/2023/11/06/technology/chatbots-hallucination-rates.html
[2] https://www.reuters.com/technology/google-ai-chatbot-bard-offers-inaccurate-information-company-ad-2023-02-08/
[3] https://www.superannotate.com/blog/rag-explained

[1]

User input: "When did Leonardo da Vinci paint the Mona Lisa?"
AI-generated response: "Leonardo da Vinci painted the Mona 
Lisa in 1815."
[Mona Lisa was actually painted in 1503-1506]

[2]

https://www.nytimes.com/2023/11/06/technology/chatbots-hallucination-rates.html
https://www.reuters.com/technology/google-ai-chatbot-bard-offers-inaccurate-information-company-ad-2023-02-08/
https://www.superannotate.com/blog/rag-explained


Retrieval-augmented generation (RAG)
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RAG [4] = a general-purpose fine-tuning approach for language models

pre-trained 
language 
model 𝒑𝜽 

(e.g. seq2seq 
transformer)

query encoder q

+ 'knowledge base’ 
(e.g. dense vector index of Wikipedia)

+ pre-trained retriever

[4] https://proceedings.neurips.cc/paper_files/paper/2020/file/6b493230205f780e1bc26945df7481e5-Paper.pdf

https://proceedings.neurips.cc/paper_files/paper/2020/file/6b493230205f780e1bc26945df7481e5-Paper.pdf


How can RAGs be used to benefit / harm society? 
Collect some ideas for both.

For one of your ideas:

• What are the resources you need to implement your idea? 
(time, money, skills, material, ...) 

• How would you proceed with your implementation?  
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Some references for inspiration:
https://deepchecks.com/retrieval-augmented-generation-best-practices-and-use-cases/
https://hyperight.com/7-practical-applications-of-rag-models-and-their-impact-on-society/

https://deepchecks.com/retrieval-augmented-generation-best-practices-and-use-cases/
https://hyperight.com/7-practical-applications-of-rag-models-and-their-impact-on-society/


Let’s discuss!
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Find your discussion group:
• Regulation by public policy makers (Anja)
• ChatGPT aligned to a set of values (Lucas)
• RL and addiction (Lazar)
• RL and chemical weapons (Michael)
• Ethical goals via RL policies (Max)
• Fine-tuning of a pre-trained LLM (Ariane)
• Retrieval-augmented generation (Sophia)


