
Quantum computation : Lecture 10

Grover's algorithm

Let f : 50, 13" -50, 13 be a Boolean function

and A= Exe 50,13" : f(x) = 13
We are considering the search problem,

namely to identify one element s of A

with as few calls as possible to thearade f.
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Consider first the case where A=Exc*) , singleton :

Classically
, identifying x* may require

up to N = 2" calls to the cradf
,
in the

worst case.

As we will see
,
Grover's quantum algorithm

only requires N = 2" calls to the crade f
to identify *



Note : Grover's algorithm is usually presented
solving the following problem : given a directory
of N names in alphabetical order and cares

panding phone numbers , it allows to recover
the name corresponding to a given phone
number in only i steps (instead of N

steps classically).



However
,
in order to work

,
Grover's algorithm

requires us to build the gate If , which
is not doable in the directory search pb,

-

!as we know nothing about the function f

But please be patient : we will see later

other interesting applications of Grover's

algorithm .



Note also that we will consider in general
functionsf with IAI =Me [1 ..N3

Surprisingly perhaps , considering this

generalization (without focusing on the case M=1)
will help us visualize better hav
the algorithm works !



Grover's quantum circuit "reflection gate"
b
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Let us compute (as already done multiple times)
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So far , nothing new. Now , remember that in
our case

,
M = /Al = Ex : f(x) =1)

,
so N-M= 1AP

Therefore :

= Sx : f(x) =0) .
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Let us write IPL=mack
andIs) =Fake) : both 1P) and Is

are quantum states (normalized to 1)

and 14) can be rewritten as

14= 103-15) 1+
↑

(From now on
,
we will forget the extra1t state .]



~Note also that(+ (i) = 1
,

so there exists Goo, I such that

Cos= and sin

and 142) = cost (P) - Sin Go IS(

Likewise observe that
(

141) = cost (p > + Sinc
.
Is)

(if we again forget the extra 1- state



Geometric interpretation
14)= ) and Is)= k

areorthogonal (as they share no common basis

element)
,
so we Isn

obtain the following (4) = cos Go IP)
+sin Go IS)
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The action of the gate Up on state 141

can therefore be interpreted as a reflection
with respect to the axis 1P3 !

But note that we do not know the axes

IP) and Is) ; this is exactly what we are

after; more precisely , our him now is to push

as much as possible the state of the system

towards (5)
,
which contains only elements (CEA.



Reflection gate R

A first step in this direction is done by

applying the gate R
,
which is another

reflection with respect to state 141) :
1153 43[

> 1413↑(301-00 > /P3

> 142S



Building such a gate R does not require

using the function f again , as remember
that 14) =1 [(x)(@ 1-)

, simply
#x50,1)2

Here is the generic procedure to build i :
13Rly E - ly)7

· 2 <&14) · It]&-4
lenguay "ly

So R(y) = 2 <4147-14) - le>



We have R(y) = 2 < 4· (4) · 1) - 142

= 2 (41)·< Yely) - ly>

=(14) (4-1-1) . 14>& U

-

matrix !

= (2H* 140 < 4014*- 1) : 14 2U

= H
* /214· > < 401 -#) 48" 143
-

= 100 ...010) (we forget again state (s)



Exercise :

Build the gate 2140) < 40l - In

Hint : observe that
-

(21403401- In) ly>

= Seement



Now
,
how to proceed from there on ?

·With the successive application of Up and R,
the state evolves from

14) = cost(P) + sin Gols( angle +Go
to

142) = costolp) - sin Gols( angle-Go
to

143) = cos(0)(P) + sin (00) (S) angle +3Go



Therefore
,
the successive application of

Up and R corresponds to a rotation

of angle + 2%, which brings the state

closer to state Is)
,
which is or ai.

By iterating this operation an appropriate
number of times

&
we can get arbitrarily

close tolss - next week !


