
Finantum computation : Lecture y

As a reminder
,
we were considering the

following circuit for Shar's algorithm :
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Remember also that we are looking

for the periodr of f : &o .. m - 13 - 50 .. M -1)

defined as f(x) = a mod N

For now
,
we assume that M = 2"fersame m21

and also that M = k .r for same k = 1

Inde that these two assumptions contradict themselves

but the plan is to remove the second one later)



So far, we have computed
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= f(x)
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From there
,
let us proceed to compute

143) = (QF+ 0 =*m)(42)
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So the sum over y -So ..M-13 can be rewritten

as a sum over ke50 .. r -1) with y = k .1 :
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Measurement : Measuring the first i qubits in
the computational basis , the output state is
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with probability
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So finally

P(y) = 11 = 7 if Go is a multiple of tS
G

% = 0

otherwise

i

.e
.

the circuit outputs Yo = k .1 ocker-1

with uniform probability . Let us see what

we can deduce from this...



· If gad (k , r) = 1 , then simplifying the
fraction- ,

we abtain the value ofa

by looking at the final denominater.
· If gad (k , r) + 1 , this procedure fails.

In practice , we do not know whether gcd (k,r) =1

or not
,
but we can still simplify the fraction

and test whether the denominator is a period of f
resulting



As ockere is uniform, the success probability
of this procedure is therefore given by
P (gcd(k , v) = 1) =(r

where y(r) = #Eckev-e : gad (k, r) = 13
the Enter function

rIt can be shown that ((r) = <In (Inr)

so P(success)
< in (in v)



As rXM
,
this further implies (for one measurement) :

P(success) --
(ii)

Therefore
, P(failure -2 after Thials

if T2 < In (InM) . /Inal (same reasoning
as for Simon's algorithm).

And now for the real thing...



First of all, let us see what happens when we

remove the unnatural assumption that M is a

multiple of r but it still holds that M= 2" for some min)

In this case
,
define for 0. [r - 1 :

A() = inf5j21 : o+ jn > M-1)

Note that when M is a multiple of r,
then A()= Fox 1-1



· So in this general case, state(42) is given by
n- 1 A() - 1

-
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· Likewise
, 143) is given by
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but this term now is not

anymore eitherM or
...



· After the measurement , theoutpat state
is1yo with probability

P(y) = <43)(1y0 <%01@In) 143
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which gives after simplification
↑

P(y) = 7.
As seen above:

when M = Kr
,

this expression simplifies to

P(y) = &Y if yo multiple of
P(yc) otherwise
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In the general case, the picture is as follows :
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last steps left for next week :

· Conclusion of the algorithm (how to

find r from the observation of yo)

· Construction of the QFT circuit

· Construction of the crade Up circuit

for f(x) = a (mod n



Side note : simple and elegant proof that the Enter
M

totient function satisfies y(r)--
↳ In (m)

Let M = p,
"
... pr be the decomposition of M

Then y(m) = # (1 = a + M : gcd(a,m) = 14

= p. ( 1)
-... pr" (n-1)

Ex: If M= p .g , then y(M) = p- 1)(g- 1)

If M = " , then y(m) = p
*

(p - 1)
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