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We introduce first the PAC learning

framework .

ÎAC menus
"

Probably Approximately

Connect
"

.

Let ✗ = domain set of
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feature reclus
"

r

(also collect instances/patterns ) ± c- ✗

Y
=
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label net
"

y c- J

for classification pvbl Y = { o, i }

fer regression J = R .{
et
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output
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"

(mijht appear with repetitions)
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The training set will be the input to learning

algorithms .

We must model wheudotheanpbs

Ifan ? @ CE
>y ) =

② ( y / ± ) ②(I ) -

1
conditionnel marginal .

We assume there exists somfundenlg.iq distribution

② such met 2-i - @ ( Ky iid for simplicity )

i =L
,
- . .

,
m .

This distribution is assument to

exist in "Nature" on in the
"

World
"

pwduu.my me

sauter kÉÆᵉˢ .

[
-

Nak : we could by ln determine some atimie of @

but this is highly s-h - optimal a priori . Taro man, samrh

night be needed ; are night be interested in some simple

function of the sampler . Fen example are night Le interested

in c classification rab i given a new 1ʳᵉ" determine

the label z
""

e lo
,
i } . ]

.
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Learning Task
-

:

Given a Training sequence S we want to

have au algorithm A that outputs an
"

hypothesis " on

a

"

vile
" h = A- ( s )

,
Here an

"

hypothesis " a

"

nule " is e function i

h : ✗ → 2

from feeh.ve rectus to label net
.

• In classification hcx) c- { o, i } se> .

•
In Kyrenia h( x ) f IR soy .

hcx ) = È . I
,

hcx) = signe ( ET . ± )
X
, • fin

✗
!

→ Mantra
hcx ) = ai • ( CW ± ) i )

d
✗
,

•
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www.

ect
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One often distinguions two versions of the Learning Task :

Proper learning i
-

fl is a class I hypothesis given

a priori . You ask which her is the
"
best "

in a senne to ke specific et ( see later an )
.

Noté : H play the tole of some min knewledpe /

we night have specific construits ton possible

hypothesis .

Impxoperlearminj-i.hr shll have some class

of hypothesis le but the
"

best
" h (picked by

the algorithm se} ) night be atrial h ¢ te
.
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Navwediscunwhetwemeanbyhhes-h.tl
(\

We usually here e

lexsfunction-ili.tl
✗ 2- →Rich
,
2- ) ↳ l ( h , z )

Popular less fets are i

l ( h
,
7) = l ( h

, ±, y
) = Ch (±) - z)

"

"

square lors
"

l ( h
,

t' = l ( h
, ± , g) = I ( HCI ) =/ y )

unit

= { 1 if h(± ) ≠ z cost

◦ if h (I ) = J ¥
.

"

error feta Indicator ln fot
"

.

generali Zahia error , - - -Ë:÷÷±:ïï:ï



This measure her hell on average doen au

hypothesis do on sampler 2-~@
.

on

"

optimal
"

w. ma, a.g.mn
,

.gg
,

,

h
"

c-argminL@ChIJga.ygg.agm.gygag.n.gnang.N
ttowevuthneisacaruptudp-lemhenbeanneheuul.at

the game is that @ is unknown
.

One

pénible remedy as we will be using is to miniwrite

a proxy i

m

EmpiricdR.is/c-:LgCh)='-mF=-lCh , 2-i )
associated to a Training set S -

ERMrulenaljaithm-o.tn empirical risk minimi

Zalim nul consiste to fake

A- (5) = 4s c- arguin (s (L ) .



⑦
Now we are ready to adrien the question of

leavneholitz of au hypothesis clan . The philosophie

is to fake a
"

compétitive point cf via " when are

Aries to achieve some thief nearly as good as {
*

.

Notre that the definition here is independent of a

specific nule such as ERM a other rnle
.

iDz:PA
AÏN is

"

agnostic PAC leavnahle
" with

respect to a net 2- and lonfet l : te ✗ 2- → Rt if

I a function Mge i [0,1]
"

→ N ;⇐ 8)→ Maele,8)I Iand a learning nule on also A such that i

• ¥ (E
,
d) c- [o, i]

'
and H & on D=

,
when running

A on m > mjecc , 8) iid samples S ~ @
ᵐ

Probst ↳ (Aa) ≤ min↳ (b) te} ≥ 1-8
bete

i. e we Succeed with accuracy e with puts 1-8[ewesnueedprobéÇappvximeklyarrecHy]-
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Remarks i
-

i) f te = { 4f mi- Loch ) = ↳ Cha ) and the
◦

hate

algorithm A (5) = ho hot trivialy outputs ho succeder

So the singleton clanishrivracylearnehlef.tl
grans min ↳ Ch ) night di- inish and

her

are night reed more and more sampler .

Determine.mg of a Iam is learnCbh is non trivial

end depends on many Rings i

size and quality of S

site of to

less fct(
tam et A

all these objets interact audités not easy to

determine their interactions
.
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2) Perhaps the mostpepulov learning djo is ERM .

A = arguin ↳ Ch )
h c- te

which mi- imiter empirical risk .
Haw is this minimi ted

en aveu whether we really want to mi-imite en Somehow

approximately minimite is a modern question of ML .

3) Aboie definition of learnability does matadors

the question of Complexity and computationnel resources .

This is au important issue einen with IRM if His

large and/a S is large .

4) i we soy that we are in the Realize

← 1 3h* c- te such that Loch* ) - o .

Then His lhet Prs ( ↳ (Acs)) ≤ c-}≥ ,-8

Agnostic Gernelle mearns that are do metknow of

weaeaitableau
,
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Were do we go from here ?
_-

-

→ we will first analyse tl finite . We wel slow

that finite clan au karma} le by ERM
.
We wel une

a motion of uniforme convergence of Lg Ch ) to

↳ÜaiI au estimée cfmjecc.ch

→ in the exercices you wel look et naturel H given by

separating planes , cincles , threshold fcts and see that

Infinite H
'

s can also be leanneble
.

This wel be

understood in terms of the vc dimension which

is an effective measure ofht .

We will

see that classes with finite VC dim are learned le
.

→ But it is not true that all infini le clamer au karma46 .

tue will prove a
"

No free lunch them " which roughly State

that there is me universal A i i- e. given A one can
.

fi-d@s.tAw-relfail.fifff/ is hij month . ) .




