Advanced Probability and Applications EPFL - Fall Semester 2024-2025
Homework 11

Exercise 1. Let (X,, n > 1) be a sequence of i.i.d. £(A) random variables defined on a common
probability space (€2, F,P), i.e., X; admits the following pdf:

() Aexp(—Azx) x>0
€Tr) =
P 0 <0

Let also S, = X7 + ...+ X,,. Using the large deviations principle, find a tight upper bound on

P({S, >nt}) fort>E(X))= %

Exercise 2.* Recall that the moment-generating function of a random variable X is defined for
every t € R as
Mx(t) =E (e'¥).

a) Show that if X ~ N(0,0?), then

1
Mx (t) = exp <2t202> .

We now introduce the concept of sub-gaussianity. A random variable X is called sub-gaussian if,
for every t > 0,

1
Mx (t) < exp <2t27]2)
for some n € RT. (Note that 72 need not be the variance of X!).

b) Show that if X ~ U([—a,a]) for some a > 0, then X is sub-gaussian with n = a.
Hint: Recall that e* =Y 22

n=0 n!*

n

c¢) Show that if X is sub-gaussian for some n € RT, then for every ¢t > 0,

2
P(|X[ >¢) < 2exp (—27]2) :



d) Prove the following generalization of Hoeffding’s inequality. Let X;,i € {1,2,...,n} be inde-
pendent random variables, where for each i, X; — E(X;) is sub-gaussian for some 7; € RT. Let also
Sn =Y., X;. Show that for every ¢ > 0,

2
P(|S, — E(S,)| >t §2exp<—n>.
( (51) ) 221':1771'2

Exercise 3. Let (2, F,P) be a probability space, X be an integrable random variable defined on
this space and let G be a sub-o-field of F. Relying only on the definition of conditional expectation,
show the following properties:

2) E(E(X|G)) = E(X).
b) If X is independent of G, then E(X|G) = E(X) a.s.

c¢) If X is G-measurable, then E(X|G) = X a.s.

d) If Y is G-measurable and bounded, then E(XY|G) = E(X|G)Y a.s.

e) If H is a sub-o-field of G, then E(E(X|H)|G) = E(X|H) = E(E(X|G)|H) a.s.

Hint for parts b) to e): According to the course definition, in order to check that some candidate
random variable Z is the conditional expectation of X given G, you should check the following two
conditions:

(i) Z is G-measurable;

(ii) Z satisfies E((Z — X)U) = 0 for every U G-measurable and bounded.



