Advanced Probability and Applications EPFL - Spring Semester 2023-2024
Solutions to Homework 13

Exercise 1*. a) No. H; is F;_i-measurable, while X; is independent of F}, so
E(H;X;) = E(H;) E(X;) = E(H;)0 =0
b) We have
Ansr — Ay = E(G2, | Fn) — G2 = E((G + Hpi1 Xp1)2| F) — G2
= G} 4+ 2G, Hyn E(Xpp1) + Hy (E(X7 ) — G = Hi 4y
so Ag =0 and A, = Z;”:l sz
c) HJ2 =1 for all j, so A, = n.

d) Here, the idea is to use the optional stopping theorem with the martingale (G2 —n, n € N),
which gives
E(G2 —T)=E(G2-0)=0, so E(T)=E(G%)=ad?

Unfortunately, a full justification of the use of the theorem is impossible here using only the tools
that you have learned in class, because the martingale (G2 —n, n € N) is not bounded from below
until the (unbounded) time 7'

Exercise 2. a) Let (F,, n > 1) denote natural filtration of (X,,n € N). Using the hint, we find

X X 3p+1
E(Xn+1|]:n):p(Xr21+1)+(1_p)7n Z2an+(1_p)7n: p2 Xn > X,

if p > 1/3. This condition turns out to be the minimal one. Indeed, it can always happen that X,
gets arbitrarily close to the value 1. In this case,

X,
E(Xp1Fn) =p(Xg+ 1)+ (1-p) 5 ~2p+ = =

which is strictly less than 1 if p < %

b) When p > %, we have

SO

¢) No. The justification for this is the following: it can always happen that X,, follows the “down”
path so as to get arbitrarily close to the value zero. In this case,

Xn
E(Xnt1|Fn) =p (X2 +1) + (1 —p)7 ~p>X,

so the supermartingale property (and therefore also the martingale property) fails to hold, for any
fixed value of p > 0.



Exercise 3. a) Let us compute the function ¢(m) = E(m + U|) = %f_ll |m + u|du. If m > 1,
then
P(m) =E(m+U) =m

while if 0 < m < 1, then

w(m) = % (/_m(—m—u)du+/+1(m+u)du> - 1+2m2

-1 —-m

b) By what was computed in part a), we see that for m > 0, ¥)(m) > m, so

E(MnJrl |]:n) = E(|Mn + Un+1| |~7:n) = U’(Mn) > M,

0 it My, >1

M3 gy = U=Ma)®  genr g

An—i—l - An - E(Mn—i—l - Mn|-/rn) == w(Mn) - Mn - {
2 n 2

s0 Ap = 3 3051 (1= M) 1ar <1y

1
E(M’??r‘rl |]:7L) = E((Mn + Un-&-l)Q’]:n) = MT2L + 2MnE(Un+1) + ]E(UT%+1) = MTQL + g > Mﬁ

e) By the previous computation, we deduce that ¢ = %

f) No. M is a positive submartingale behaving like a random walk with uniform increments on the
positive axis, and being reflected when it gets close to 0. It will not converge anywhere.



