Problem Set 3 (Graded) — Due Friday, October 28, before class starts
For the Exercise Sessions on Oct 14 and Oct 21

<table>
<thead>
<tr>
<th>Last name</th>
<th>First name</th>
<th>SCIPER Nr</th>
<th>Points</th>
</tr>
</thead>
</table>

Problem 1: Some review problems on linear algebra

(a) (Frobenius norm) Prove that \( \|A\|_F^2 = \text{trace}(A^HA) \).

(b) (Singular Value Decomposition) Let \( \sigma_i(A) \) denote the \( i \)th singular value of an \( m \times n \) matrix \( A \). Prove that
\[
\|A\|_F^2 = \sum_{i=1}^{\min\{m,n\}} \sigma_i^2(A)
\]

(c) (Projection Matrices) Consider a set of \( k \) orthonormal vectors in \( \mathbb{C}^n \), denoted by \( u_1, u_2, \ldots, u_k \). The projection matrix (that projects an arbitrary vector into the subspace spanned by these orthonormal vectors) is given by
\[
P = \sum_{i=1}^{k} u_i u_i^H.
\]

• Prove that this matrix is Hermitian, i.e., \( P^H = P \).
• Prove that this matrix is idempotent, i.e., \( P^2 = P \). (In words, projecting twice into the same subspace is the same as projecting only once.)
• Prove that \( \text{trace}(P) = k \), i.e., equal to the dimension of the subspace.
• Prove that the diagonal entries of \( P \) must be real-valued and non-negative. Then, prove that the diagonal entries of \( P \) cannot be larger than 1 (this is a little more tricky).

Solution 1. (a) Let \( A \) be an \( m \times n \) matrix and denote by \( a_{ij} \) the entry of \( A \) at row \( i \) and column \( j \). Hence, we have
\[
A^HA = \begin{bmatrix}
\sum_{i=1}^{m} |a_{i1}|^2 & \sum_{i=1}^{m} a_{i1}^* a_{i2} & \cdots & \sum_{i=1}^{m} a_{i1}^* a_{in} \\
\sum_{i=1}^{m} a_{i1}^* a_{i1} & \sum_{i=1}^{m} |a_{i2}|^2 & \cdots & \sum_{i=1}^{m} a_{i2}^* a_{in} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{i=1}^{m} a_{in}^* a_{i1} & \sum_{i=1}^{m} a_{in}^* a_{i2} & \cdots & \sum_{i=1}^{m} |a_{in}|^2
\end{bmatrix}
\]
\[
\text{trace}(A^HA) = \sum_{j=1}^{n} \sum_{i=1}^{m} |a_{ij}|^2 = \left( \sum_{j=1}^{n} \sum_{i=1}^{m} |a_{ij}|^2 \right)^2 = \|A\|_F^2
\]

(b) Let \( U \Sigma V^H \) be the singular value decomposition of \( A \). Then \( U \) is an \( m \times m \) unitary matrix (i.e. \( U^H U = I \)), \( \Sigma \) is a diagonal \( m \times n \) matrix (\( \Sigma_{ii} = \sigma_i(A) \)), and \( V \) is an \( n \times n \) unitary matrix (i.e.
\[ V^H V = I \] using part (a) we have
\[
\|A\|_F^2 = \text{trace}(A^H A) = \text{trace}((U\Sigma V^H)^H U \Sigma V^H) = \text{trace}(V \Sigma H U^H U \Sigma V^H) = \text{trace}(\Sigma^H \Sigma) = \sum_{i=1}^{\min\{m,n\}} \sigma_i^2(A) \]
\[(8)\]
where we use the property of unitary matrix and the cyclic property of trace.

(c) For the first bullet item, \( P^H = \left( \sum_{i=1}^{k} u_i u_i^H \right)^H = \sum_{i=1}^{k} u_i u_i^H = P. \)

For the second bullet item, \( P^2 = \sum_{i=1}^{k} \sum_{j=1}^{k} u_i u_i^H u_j u_j^H \). Since \( \{u_1, \ldots, u_k\} \) are orthonormal vectors, we have
\[
u_i^H u_j = \begin{cases} 1, & i = j \\ 0, & i \neq j \end{cases} \]
\[(9)\]
Hence, all the terms with \( i = j \) survive, \( P^2 = \sum_{i=1}^{k} u_i u_i^H = P. \)

For the third bullet item, \( \text{trace}(P) = \text{trace}(\sum_{i=1}^{k} u_i u_i^H) = \sum_{i=1}^{k} \text{trace}(u_i u_i^H) = \sum_{i=1}^{k} \text{trace}(u_i u_i^H) = k. \)

For the last bullet item, note that we can express the diagonal elements in the following form:
\[
P_{11} = e_1^H P e_1, \]
\[(10)\]
where \( e_1 \) is the vector \((1, 0, 0, \ldots, 0)^T\). Moreover, we know that \( P = P^H = P^2 = P^H P \). Therefore,
\[
P_{11} = e_1^H P e_1 = e_1^H P^H P e_1 = \|P e_1\|^2, \]
\[(11)\]
which establishes that \( P_{11} \) is real-valued and non-negative. The tricky part is now to show that it is also upper bounded by 1.

An elegant proof of this fact follows by considering the matrix \( Q = I - P \). Clearly, if we can show that the diagonal entries of \( Q \) are non-negative, then we have established that the diagonal entries of \( P \) are upper bounded by 1 (since we know that these entries are non-negative). But the matrix \( Q \) is also a projection matrix. Specifically, we have \( Q^H = (I - P)^H = I - P^H = I - P = Q \) and \( Q^2 = (I - P)(I - P) = I - 2P + P^2 = I - 2P + P = I - P = Q. \) Hence, proceeding exactly as above,
\[
Q_{11} = e_1^H Q e_1 = e_1^H Q^H Q e_1 = \|Q e_1\|^2. \]
\[(12)\]
An alternative, less elegant proof starts by observing that \( u_1, \ldots, u_k \) are an orthonormal basis for a \( k \)-dimensional subspace. Complete this into an orthonormal basis for \( \mathbb{C}^n \) by adding \( u_{k+1}, \ldots, u_n \). Then, we can express
\[
e_1 = \sum_{i=1}^{n} \mu_i u_i, \]
\[(13)\]
where \( \mu_i \) are appropriate coefficients satisfying \( \sum_{i=1}^{n} |\mu_i|^2 = 1 \) (since \( \|e_1\|^2 = 1 \)). Using this representation, we find
\[
P_{11} = \|P e_1\|^2 = \left\| P \sum_{i=1}^{n} \mu_i u_i \right\|^2 = \left\| \sum_{i=1}^{n} \mu_i P u_i \right\|^2 = \left\| \sum_{i=1}^{k} \mu_i P u_i \right\|^2, \]
\[(14)\]
where the last step is because the vectors \( \mathbf{u}_{k+1}, \ldots, \mathbf{u}_n \) are orthogonal to all the vectors \( \mathbf{u}_1, \ldots, \mathbf{u}_k \). Moreover, for any vector \( \mathbf{x} \) inside the subspace spanned by \( \mathbf{u}_1, \ldots, \mathbf{u}_k \), we have \( P \mathbf{x} = \mathbf{x} \), hence,

\[
P_{11} = \left\| \sum_{i=1}^{k} \mu_i \mathbf{u}_i \right\|^2 = \sum_{i=1}^{k} |\mu_i|^2 \leq 1,
\]

where the second step is because \( \mathbf{u}_1, \ldots, \mathbf{u}_k \) are orthonormal and the last step is because we know that \( \sum_{i=1}^{n} |\mu_i|^2 = 1 \). This establishes the claim.

**Problem 2: Eckart–Young Theorem**

In class, we proved the converse part of the Eckart–Young theorem for the spectral norm. Here, you do the same for the case of the Frobenius norm.

(a) For any matrix \( A \) of dimension \( m \times n \) and an arbitrary orthonormal basis \( \{ \mathbf{x}_1, \ldots, \mathbf{x}_n \} \) of \( \mathbb{C}^n \), prove that

\[
\|A\|_F^2 = \sum_{k=1}^{n} \|A\mathbf{x}_k\|^2.
\]

(b) Consider any \( m \times n \) matrix \( B \) with \( \text{rank}(B) \leq p \). Clearly, its null space has dimension no smaller than \( n - p \). Therefore, we can find an orthonormal set \( \{ \mathbf{x}_1, \ldots, \mathbf{x}_{n-p} \} \) in the null space of \( B \). Prove that for such vectors, we have

\[
\|A - B\|_F^2 \geq \sum_{k=1}^{n-p} \|A\mathbf{x}_k\|^2.
\]

(c) (This requires slightly more subtle manipulations.) For any matrix \( A \) of dimension \( m \times n \) and any orthonormal set of \( n - p \) vectors in \( \mathbb{C}^n \), denoted by \( \{ \mathbf{x}_1, \ldots, \mathbf{x}_{n-p} \} \), prove that

\[
\sum_{k=1}^{n-p} \|A\mathbf{x}_k\|^2 \geq \sum_{j=p+1}^{r} \sigma_j^2.
\]

*Hint: Consider the case \( m \geq n \) and the set of vectors \( \{ \mathbf{z}_1, \ldots, \mathbf{z}_{n-p} \} \), where \( \mathbf{z}_k = V^H \mathbf{x}_k \). Express your formulas in terms of these and the SVD representation \( A = U \Sigma V^H \).*

(d) Briefly explain how (a)-(c) imply the desired statement.

**Solution 2.** (a) Let us collect the vectors \( \{ \mathbf{x}_1, \ldots, \mathbf{x}_n \} \) (as columns) into an \( n \times n \) matrix \( X \). With this, we can express

\[
\sum_{k=1}^{n} \|A\mathbf{x}_k\|^2 = \|AX\|_F^2.
\]

Using the result that \( \|A\|_F^2 = \text{trace}(A^H A) \), we find

\[
\|AX\|_F^2 = \text{trace}((AX)^H AX) = \text{trace}(X^H A^H AX) = \text{trace}(A^H AX X^H),
\]

where the last step is the property that \( \text{trace}(AB) = \text{trace}(BA) \). But since by construction, \( X \) is a unitary matrix, we have that \( X X^H \) is simply the identity matrix. Hence, \( \text{trace}(A^H AX X^H) = \text{trace}(A^H A) \), which completes the proof.
(b) Let us first expand our orthonormal set \( \{x_1, \cdots, x_{n-p}\} \) to a full basis for \( \mathbb{C}^n \) by including orthonormal vectors \( \{x_{n-p+1}, \cdots, x_n\} \). Then, from Part (a), we have

\[
\|A - B\|_F^2 = \sum_{k=1}^{n} \| (A - B)x_k \|^2 \geq \sum_{k=1}^{n-p} \| (A - B)x_k \|^2,
\]

where the last step is simply because all terms in the sum are non-negative. But by construction, \( \{x_1, \cdots, x_{n-p}\} \) are in the null space of \( B \), thus for them, \( Bx_k = 0 \), which implies \( (A - B)x_k = Ax_k \). This completes the proof.

(c) The first point of this exercise was to recall the often surprisingly useful “trick” that \( \|y\|^2 = \text{trace}(y^H y) \), where of course the trace-operator does not do anything (yet). Applying this, we can express:

\[
\|Ax_k\|^2 = \text{trace}(x_k^H A^H Ax_k) = \text{trace}(x_k^H V \Sigma^H U^H U \Sigma V^H x_k)
\]

\[
= \text{trace}(z_k^H \Sigma \Sigma z_k)
\]

where in the last step, we have used the property \( \text{trace}(AB) = \text{trace}(BA) \). Hence,

\[
\sum_{k=1}^{n-p} \|Ax_k\|^2 = \sum_{k=1}^{n-p} \text{trace}(\Sigma^H \Sigma z_k z_k^H)
\]

\[
= \text{trace}(\Sigma^H \Sigma \sum_{k=1}^{n-p} z_k z_k^H)
\]

\[
= \sum_{k=1}^{n} \sigma_k^2 G_{kk},
\]

where the last step is due to the fact that \( \Sigma^H \Sigma \) is a diagonal matrix with entries \( \sigma_k^2 \), and where \( G_{ij} \) denote the entries of the matrix \( G = \sum_{k=1}^{n-p} z_k z_k^H \). The matrix \( G \) is a projection matrix. As we have seen in an earlier homework problem, its trace is \( n - p \) and its diagonal entries are non-negative and no larger than one. Under these constraints, it should be clear that the last expression is minimized if we select \( G_{11} = G_{22} = \cdots = G_{pp} = 0 \) and \( G_{p+1,p+1} = \cdots = G_{nn} = 1 \). Hence,

\[
\sum_{k=1}^{n-p} \|Ax_k\|^2 = \sum_{k=1}^{n} \sigma_k^2 G_{kk}
\]

\[
\geq \sum_{k=p+1}^{n} \sigma_k^2
\]

\[
\geq \sum_{k=p+1}^{r} \sigma_k^2,
\]

which completes the proof.

(d) Combining Parts (b) and (c):

\[
\|A - B\|_F^2 \geq \sum_{k=1}^{n-p} \|Ax_k\|^2 \geq \sum_{j=p+1}^{r} \sigma_j^2
\]

shows that for any matrix \( B \) of rank \( p \), we have the above lower bound. This is precisely the statement needed to complete the proof of the Eckart-Young theorem for the Frobenius norm.

Additional remark: Another proof of the Eckart-Young theorem (which works both for the Frobenius and the spectral norm) leverages the Weyl theorem, which states that for any two matrices \( C \) and \( D \) of the same dimension (\( m \times n \), and assume w.l.o.g. \( m \geq n \)), we have that

\[
\sigma_{i+j-1}(C + D) \leq \sigma_i(C) + \sigma_j(D), \quad \text{for } 1 \leq i, j \leq n, \text{ and } i + j - 1 \leq n.
\]

4
I am not aware of a simple proof of this theorem (the standard proof uses the variational characterization of eigenvalues). But suppose that \( B \) is of rank no larger than \( k \), meaning that \( \sigma_i(B) = 0 \) for \( i > k \). Then, setting \( C = A - B \) and \( D = B \), Weyl’s theorem says that
\[
\sigma_{i+k}(A) \leq \sigma_i(A - B) \quad \text{for } 1 \leq i \leq n - k, \tag{32}
\]
and thus,
\[
\|A - B\|_F^2 \geq \sum_{i=1}^{n-k} \sigma_i^2(A - B) \geq \sum_{i=k+1}^{n} \sigma_i^2(A). \tag{33}
\]

**Problem 3: A Hilbert space of matrices**

In this problem, we consider the set of matrices \( A \in \mathbb{R}^{m \times n} \) with standard matrix addition and multiplication by scalar.

(a) Briefly argue that this is indeed a vector space, using the definition given in class.

(b) Show that \( \langle A, B \rangle = \text{trace}(B^H A) \) is a valid inner product.

(c) Explicitly state the norm induced by this inner product. Is this a norm that you have encountered before?

(d) Consider as a further inner product candidate the form \( \langle A, B \rangle = \text{trace}(B^H W A) \), where \( W \) is a square \((m \times m)\) matrix. Give conditions on \( W \) such that this is a valid inner product. Explicit and detailed arguments are required for full credit.

**Solution 3. Note:** In the following, we solve assuming the more general case of complex valued matrices. It should be easier to solve for the real-valued case.

(a) We need to check some properties. Because the space is that of matrices,

1. Commutativity holds.
2. Associativity holds.
3. Distributivity holds.
4. The 0 element is the all 0’s matrix \( 0 \in \mathbb{C}^{m \times n} \).
5. For all \( A \in \mathbb{C}^{m \times n} \), we have that the element \(-A \in \mathbb{C}^{m \times n} \) is such that \( A + (-A) = 0 \).
6. For all \( A \in \mathbb{C}^{m \times n} \), we have that \( I_{m \times m} A = A \).

So this is indeed a vector space.

(b) Here, we check the properties of an inner product space. Letting \( A, B, C \in \mathbb{C}^{m \times n}, \alpha \in \mathbb{C} \), we have that

1. \( \langle A + C, B \rangle = \text{Tr}(B^H (A + C)) = \text{Tr}(B^H A + B^H C) = \text{Tr}(B^H A) + \text{Tr}(B^H C) = \langle A, B \rangle + \langle C, B \rangle \), where we used the linearity of the trace operator.
2. \( \langle \alpha A, B \rangle = \text{Tr}(B^H \alpha A) = \alpha \text{Tr}(B^H A) = \alpha \langle A, B \rangle \), where we used the linearity of the trace operator.
3. \( \langle A, B \rangle = \text{Tr}(B^H A) = \text{Tr}((A^H B)^H) = \text{Tr}(A^H B)^* = \langle B, A \rangle^* \), where we used the linearity of the trace operator and that conjugation is also linear.
4. We want \( \langle A, A \rangle = \text{Tr}(A^HA) \geq 0 \). Since \( A^HA \) is normal, it is also positive semi-definite, and so all its eigenvalues are positive. One of the property of the trace is that it is equal to the sum of eigenvalues of the matrix considered. In our case, this means \( \text{Tr}(A^HA) \geq 0 \) since the eigenvalues are all non-negative.

(c) We have that the norm is \( \sqrt{\langle A, A \rangle} = \sqrt{\text{Tr}(A^HA)} = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |A_{ij}|^2} \), which we recognize to be the Frobenius norm. So \( \sqrt{\langle A, A \rangle} = \|A\|_F \).

(d) We check that the properties of an inner product space hold, and add conditions on \( W \) when necessary.

1. \( \langle A+C, B \rangle = \text{Tr}(B^HWA + B^HC) = \text{Tr}(B^HWA) + \text{Tr}(B^HC) = \langle A, B \rangle + \langle C, B \rangle \), so no restriction on \( W \) necessary here.

2. \( \langle \alpha A, B \rangle = \text{Tr}(B^HWA) = \alpha \text{Tr}(B^HWA) = \alpha \langle A, B \rangle \), so no restriction on \( W \) necessary here.

3. On one side we have \( \langle A, B \rangle = \text{Tr}(B^HWA) \). On the other side we have \( \langle B, A \rangle = \text{Tr}(A^HBW) = \text{Tr}((A^HWB)^H) = \text{Tr}(B^HWA^H) \). To have both sides equal, we need \( W = W^H \), i.e., \( W \) should be Hermitian.

4. We want \( \langle A, A \rangle = \text{Tr}(A^HWA) \geq 0 \). That is we would like \( A^HWA \) to be positive semi-definite. By definition, this would mean that for any \( z \in \mathbb{C}^n \), we want \( z^HA^HWAz \geq 0 \). Now note that \( Az \) is just another vector, so we can write that we want \( z^HA^HWAz = (Az)^HW(Az) \geq 0 \) for all \( z \). So we conclude that this is the same as asking that \( W \) is positive semi-definite.

Hence, for the inner product \( \langle A, B \rangle = \text{Tr}(B^HWA) \) to be valid, we need \( W \) to be Hermitian and positive semi-definite.

**Problem 4: Haar Wavelet**

*This problem is taken from Vetterli/Kovacevic, p. 295.*

Consider the wavelet series expansion of continuous-time signals \( f(t) \) and assume that \( \psi(t) \) is the Haar wavelet.

(a) Give the expansion coefficients for \( f(t) = 1, t \in [0, 1] \), and 0 otherwise.

(b) Verify that for \( f(t) \) as in Part (a), \( \sum_m \sum_n \| \psi_{m,n} \|^2 = 1 \) (i.e., Parseval’s identity).

(c) Consider \( f_1(t) = f(t - 2^{-i}) \), where \( i \) is a positive integer. Give the range of scales over which expansion coefficients are non-zero. (Take \( f(t) \) as in Part (a).)

(d) Same as above, but now for \( f_2(t) = f(t - 1/\sqrt{2}) \). (Take \( f(t) \) as in Part (a).)

**Solution 4.**

(a) We have that \( a_{m,n} = \int_{-\infty}^{\infty} f(t) \psi_{m,n}(t) dt = 2^{-m/2} \int_{0}^{1} \psi(2^{-m}t - n) dt = 2^{-m/2} \int_{0}^{1} \psi(\tau) d\tau \) where we used the substitution \( \tau := 2^{-m}t - n \). We can see that the coefficients can be computed by simply integrating over the mother wavelet \( \psi \).

First assume that \( n = 0 \). Then, for \( m = 0 \), \( a_{0,0} = 0 \) due to symmetric integration of the Haar wavelet around its midpoint. For \( m \geq 1 \), it can be easily verified that \( a_{m,0} = 2^{-m/2} \). For \( m \leq -1 \), the coefficients are zero because we integrate over the whole support of the Haar wavelet.

Now assume that \( n \leq -1 \). Then we have that \( -n \geq 1 \), hence our integration interval misses the support of the mother wavelet towards the right and therefore \( a_{m,n} = 0 \).

Likewise, for \( n \geq 1 \) we always have that either \( 2^{-m} - n \leq 0 \) (in which case we miss the support towards the left) or \( 2^{-m} + n \geq 1 \) (we integrate over the whole wavelet) and hence \( a_{m,n} = 0 \).
In conclusion, we have that \( a_{m,n} = 2^{-m/2} \) for \((n = 0) \land (m \geq 1)\) and \( a_{m,n} = 0 \) everywhere else.

b) \( \sum_{m,n} |a_{m,n}|^2 = \sum_{m=1}^{\infty} |a_{m,0}|^2 = \sum_{m=0}^{\infty} \left(\frac{1}{2}\right)^m - 1 = \frac{1}{1 - \frac{1}{2}} - 1 = 1 \)

c) Analogous to a), we compute \( a_{m,n} = 2^{m/2} \int_{2^{-i-m}-n+2^{-m}}^{2^{-i-m}-n} \psi(\tau)d\tau \).

First, we notice that the coefficients can be zero iff at least one of the following holds: i) we escape the support of the integrand towards the right, ii) we escape the support towards the left, iii) if we integrate symmetrically around \( \tau = \frac{1}{2} \); iv) we integrate over the whole support of the wavelet.

i) happens if \( 2^{-i-m} - n \geq 1 \). Therefore we must require that \( n > 2^{-i-m} - 1 \).

ii) happens if \( 2^{-i-m} + 2^{-m} - n \leq 0 \). We conclude that for non-zero coefficients we must additionally require \( n < 2^{-m}(2^{-i}+1) \).

iii) happens if the midpoint of the integration interval equals \( \frac{1}{2} \), i.e., if \( 2^{-i-m} = \frac{1}{2} \Leftrightarrow m = 0 \). Hence for non-zero coefficients we must require \( m \neq 0 \).

iv) happens if simultaneously \( 2^{-i-m} - n \leq 0 \) and \( 2^{-i-m} + 2^{-m} \geq 1 \), i.e., if \( 2^{-i-m} \leq n \leq 2^{-i-m} + 2^{-m} - 1 \). We shall neglect this case here as it makes the analysis too cumbersome.

Putting things together, the non-zero scales must necessarily fulfill \( (2^{-i-m} - 1 < n < 2^{-m}(2^{-i}+1)) \land (m \neq 0) \). Note that this condition is not sufficient as we neglected case iv).

d) We use the result of c) with \( i \leftarrow \frac{1}{2} \). This yields that the non-zero scales must necessarily fulfill \( (2^{-1/2} - 1 < n < 2^{-m}(2^{-1/2}+1)) \land (m \neq 0) \).

**Problem 5: Dual Representation of Norm**

(a) Assume that \( p > 0 \) and \( q > 0 \) fulfills \( \frac{1}{p} + \frac{1}{q} = 1 \)- Show that the following inequality holds for all \( a \geq 0 \) and \( b \geq 0 \).

\[
    ab \leq \frac{a^p}{p} + \frac{b^q}{q} \quad (34)
\]

Show that the equality holds if \( a^p = b^q \). [Hint: Use the concavity of log function]

(b) Given vectors \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^n \) show that,

\[
    \sum_{i=1}^{n} |x_i y_i| \leq \|x\|_p \|y\|_q \leq 1 \quad (35)
\]

What is the condition for equality?

(c) Show that

\[
    \|x\|_p = \sup_{y, x >: y \in \mathbb{R}^n, \|y\|_{p^*} = 1} \langle x, y \rangle.
\]

where \( 1/p + 1/p^* = 1 \)

**Solution 5.** (a) Taking the log of the right hand side we have

\[
    \log\left(\frac{a^p}{p} + \frac{b^q}{q}\right) \geq \frac{1}{p} \log(a^p) + \frac{1}{q} \log(b^q) \quad \text{(Concavity of log, } \frac{1}{p} + \frac{1}{q} = 1\text{)}
\]

\[
    = \log(a) + \log(b) = \log(ab)
\]

If \( a^p = b^q = c \), the inequality becomes equality as we have \( \log \left( \left( \frac{1}{p} + \frac{1}{q} \right)c \right) \geq \left( \frac{1}{p} + \frac{1}{q} \right) \log(c) \)
(b) Define \( \tilde{x}_i = \frac{|x_i|}{\|x\|_p} \) and \( \tilde{y}_i = \frac{|y_i|}{\|y\|_q} \) for \( i \in [1,n] \). Note that

\[
\sum_{i=1}^{n} \tilde{x}_i \tilde{y}_i = \sum_{i=1}^{n} \frac{|x_i y_i|}{\|x\|_p \|y\|_q}
\]

From the result of part (a), we have

\[
\sum_{i=1}^{n} \tilde{x}_i \tilde{y}_i \leq \frac{1}{p} \sum_{i=1}^{n} \tilde{x}_i^p + \frac{1}{q} \sum_{i=1}^{n} \tilde{y}_i^q
\]

\[
= \frac{1}{p} \sum_{i=1}^{n} \left( \frac{|x_i|}{\|x\|_p} \right)^p + \frac{1}{q} \sum_{i=1}^{n} \left( \frac{|y_i|}{\|y\|_q} \right)^q
\]

\[
= \frac{1}{p} + \frac{1}{q} = 1
\]

As shown in part (a), equality happens only if \( \tilde{x}_i^p = \tilde{y}_i^q \) \( \forall i \in [1,n] \).

(c) By using the inequality proved in part (b) we have that for every \( y \) such that \( \|y\|_{p^*} = 1 \),

\[
\langle y, x \rangle \leq \sum_{i=1}^{n} |x_i y_i| \leq \|x\|_p \|y\|_{p^*} = \|x\|_p.
\]

In order to achieve equality, we know from part (b) that we must have \( \tilde{x}_i^p = \tilde{y}_i^q \) or \( (\frac{|x_i|}{\|x\|_p})^p = (\frac{|y_i|}{\|y\|_{p^*}})^{p^*} \) \( \forall i \in [1,n] \).

Since, \( \|y\|_{p^*} = 1 \), we choose \( y_i \) as

\[
y_i = \text{sign}(x_i) \frac{|x_i|^{p/p^*}}{\left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p^*}}
\]