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ABSTRACT

Most of the existing models for large scale arterial networks are not realistic and appropriate to deal with crowded conditions. As an alternative, we propose observation-based models that circumvent the fragility problems of traditional models. Monitoring replaces prediction, and the system is repeatedly modified based on observations. To succeed this goal a city is modeled in an aggregated manner and relations between traffic variables are developed. Macroscopic feedback control strategies are introduced which rely on real-time observation of relevant spatially aggregated measures of traffic performance. The proposed ideas are tested by simulation, while field experiments are in progress.
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INTRODUCTION

Traffic congestion is increasing in major cities. The Texas Transportation Institute (1) estimated that in 2000 the 75 largest US metropolitan areas experienced 3.6 billion vehicle-hours of delay, resulting in 5.7 billion gallons in wasted fuel and $67.5 billion in lost productivity. Furthermore, between 1980 and 1999, the total length of roads in the United States increased by only 1.5 percent, while the total number of miles of vehicle travel increased by 76 percent (2). The construction of new infrastructure is not a feasible solution to decrease congestion, not only because of the tremendous cost to keep pace with population increases and the resulting increase in travel demand, but also because of the phenomenon of induced demand (3).

From the above, it is perceivable that to decrease congestion in large cities and improve urban mobility we have to focus on the better utilization of the existing infrastructure. The development and evaluation of transportation policies for mobility improvements in cities around the world relies heavily on forecasting models (4). Given correct inputs, recent sophisticated models can predict much valuable information in disaggregate basis (link flows, travel time in each route etc) on a large transportation network. The problem with this approach is that, when dealing with congested systems, prediction-based evaluation models turn out to be quite fragile. Firstly, these models require disaggregated time-dependent origin-destination (O-D) tables. But for a model with a reasonable spatio-temporal resolution the required entries of the time dependent O-D tables are sufficiently large and in some cases greater than the whole population of a city. For example, a metropolitan area with 4 million people could be modeled with 400 zones (approximately 10000 people per zone). To model the morning and evening peak hour in 24 time intervals the total number of entries would have to be almost equal to the population of the city.

But even if we were able to predict this huge amount of input information, performance measures such as total vehicle hours of travel for congested networks would be hard to predict because the outputs of congested systems are hyper-sensitive to the inputs. Small perturbations to the O-D tables or small changes to drivers’ route choices can drastically change the aggregate outputs (5).

Most of the existing models for large scale arterial networks are not realistic and appropriate to deal with crowded conditions. As an alternative we propose following (4) to develop observation-based models that circumvent the fragility problems of traditional models. In this proposed approach, monitoring replaces prediction, and the system is repeatedly modified based on observations. To succeed this goal a city is modeled at an aggregated manner and relations between state variables are developed. Macroscopic feedback control strategies are introduced which rely on real-time observation of relevant spatially aggregated measures of traffic performance. The proposed ideas are tested by simulation, while field experiments are in progress.

There are some examples of cities around the world, where macroscopic control strategies have been applied. A novel traffic light operating system designed for active management of the high
demand central area was developed and set up in Zurich. The traffic lights are internally coordinated based on the logic that the flow towards an overloaded area should be restricted while the flow towards an underutilized area should be promoted. Prevention of overcrowding on the city centre is achieved by metering of access to maintain the mobility of cars at a stabilized level. For example, longer red times are applied in the periphery of the centre during peak hours for phases which direct vehicles to the centre (6). A Congestion Charging Scheme was introduced in central London, covering 22 km², in 2003. The main aims of the scheme are to reduce traffic congestion in and around the charging zone, to improve the bus services, journey time reliability for car users and to make the distribution of goods and services more reliable, sustainable and efficient. The reductions in both traffic and congestion that had been observed in the charging zone are around 30 percent. There are 65,000 fewer car trips into or through the zone per charging day as result of the scheme. The reliability of buses in and around the charging zone had also improved significantly (7).

The remainder of the paper is organized as follows: First, we briefly review macroscopic models for arterial networks and present the study sites used in the paper. The next section describes macroscopic relations between traffic variables for a single link. The following section presents macroscopic relations in larger networks. The penultimate section describes dynamics and control of a two reservoir system while the last section presents findings and conclusions.

BACKGROUND

Early work by Wardrop (8) and Smeed (9) dealt with the development of macroscopic models for arterials, which were later extended to general networks. Smeed (10) modeled the number of vehicles which can enter the central area of a city as a function of the area of the town, the fraction of area devoted to roads and the capacity, expressed in vehicles per unit time per unit width of road. Thomson (11) used data from central London to develop a linear speed-flow model. Wardrop (12) developed a similar relation between average speed and flow by directly incorporating average street width and average signal spacing into his model. Zahavi (13) developed relations for different regions in different cities between traffic intensity (distance traveled per unit area), road density (length or area of roads per unit area), and weighted space mean speed using data from England and the United States. All of the described models are quite site specific and cannot be readily applied to other environments.

A helpful work which establishes macroscopic relations in vehicular traffic in large cities is the two-fluid model of town traffic by Herman and Prigogine (14). The authors assumed that the speed distribution splits into two parts; one part corresponding to moving vehicles and the other to the vehicles that are stopped due to local conditions as congestion, traffic control devices, accidents etc., but not parked cars since there are not components of the moving traffic. The basic postulate of the theory relates the average speed of the moving vehicles \( v_r \), to the fraction of moving vehicles, \( f_r \), as follows:

\[
\frac{v_r}{v_m} = f_r^k, \quad (1)
\]
where \( v_m \) is the average maximum running speed and \( k \) is a parameter denote the quality of traffic service in the network. Parameter \( v_m \) can be interpreted as the average speed of a test vehicle moving randomly in the network without any interference with other vehicles but stopped only because of the control devices (concentration is near zero).

The two-fluid model assumes that a city traffic network is ergodic. In other words, the fraction of stopped time of a single vehicle circulating in the network over a sufficiently long period of time is equal to the mean fraction of the stopped vehicles over the same period of time \( f_s \). Under this assumption the following relation is obtained in terms of average travel times:

\[
T_r = T_m^{1/k} \cdot T^{k+1},
\]

where \( T_r \) and \( T_m \) are the inverse of \( v_r \) and \( v_m \) respectively and \( T \) is the average total trip time (including stopped time \( T_s \)), all per unit distance. The log transform of equation (2) allows the least square estimation of \( k \) and \( T_m \), given observations of stopped and moving time in the network.

Herman and Ardekani (15) further developed and validated the two-fluid model for data collected in Austin, Houston and other US cities with chase cars following randomly selected cars in designated networks. Later, Herman et al. (16) studied the influence of driver behavior in the two-fluid parameters. They found that the two-fluid model is sensitive in the driver’s behavior (aggressive vs. conservative drivers).

Williams et al. (17) and Mahmassani et al. (18) investigated through simulation, network level relationships between the three fundamental variables of traffic flow, speed, flow and density. To derive these relationships they assumed an additional relation between average fraction of vehicles stopped and the network concentration (density) from the two-fluid theory. One aspect of the two-fluid model that has not been analyzed yet is its sensitivity to different O-D demand. If these relationships are insensitive they could be realized as network properties and be used as an important tool to monitor a large system and test different control strategies.

Daganzo (4) introduced the idea of monitoring and controlling aggregate vehicular accumulations at the “neighborhood” level to improve city mobility. He proposed a macroscopic relationship between total outflow from the system and aggregate accumulation \( n \) for a single system (assuming a non-negative, unimodal “exit” function \( G(n) \)). By also assuming that this relationship applies both to steady state conditions and when conditions change smoothly with time, he derived ordinary differential equations for the system dynamics of one “neighborhood” (reservoir) systems, with accumulation as the state variable. He also developed an optimal control strategy for a system with one neighborhood. The general idea of this policy is to “meter” the input flow to the system and holding vehicles outside the system if necessary. This ordinary differential equation is obtained to describe the dynamics of a single reservoir, where \( f(t) \) and \( n(t) \) describe the input flow and the accumulation in the system with time:

\[
\frac{dn}{dt} = f(t) - G(n(t)), \quad \text{for} \quad t \geq 0.
\]
This paper tries to build on these ideas and develop and validate a macroscopic approach to increase city mobility by controlling overcrowding.

THE STUDY SITES

The proposed ideas are validated by simulation in two arterial test sites: The Lincoln Avenue in Los Angeles and Downtown San Francisco Area. The first site is typical of one dimensional multilane major arterials on urban/suburban areas; the second site is a two dimensional network with varying geometric characteristics.

i. **Major Arterial**: This test site is a 1.42 mile long stretch of a major urban arterial (Lincoln Avenue) north of the Los Angeles International Airport, between Fiji Way and Venice Boulevard in the cities of Los Angeles and Santa Monica. The study section includes 7 signalized intersections with link lengths varying from 500 to 1,600 feet. The number of lanes for through traffic per link is three lanes per direction for the length of the study area. Additional lanes for turning movements are provided at intersection approaches. The free flow speed is 40 mph. Traffic signals are all multiphase operating as coordinated under traffic responsive control. System cycle lengths range from 100 seconds early in the analysis period (6:00 to 6:30 am) to a maximum of 150 sec during the periods of highest traffic volume (7:30 to 8:30 am).

ii. **Downtown City Center**: This test site is a 2.5 square mile area of Downtown San Francisco (Financial District and South Of Market Area), including about 100 intersections with link lengths varying from 400 to 1,300 feet. The number of lanes for through traffic varies from 2 to 5 lanes and the free flow speed is 30 miles per hour. Traffic signals are all multiphase fixed-time operating on a common cycle length of 100 seconds for the west boundary of the area (The Embarcadero) and 60 seconds for the rest.

Data on the study networks, geometrics and traffic volumes were available from previous research studies on traffic control.

MACROSCOPIC RELATIONS FOR A SINGLE LINK

It is difficult to understand traffic in large cities on a purely microscopic basis. But, despite the intense complexity of these systems, it is believed that the examination of relations among averages of pertinent variables in a macroscopic approach will lead to some functional dependence as a consequence of collective effects. The selection of the traffic variables which could describe macroscopically a large comparable to a link traffic system must be consistent with these criteria:

- The variables should describe realistically the physics of overcrowding
- The variables should be highly correlated with the performance of the system.
- The variables should be collected directly from field measurements and not be filtered through models.
First, let’s introduce some traffic variables for a single homogeneous link with a signal at its downstream end and examine relations between them. Later, we will be able to describe the reasons these variables can satisfy the above criteria in an aggregated manner.

- **Accumulation** $n_i(t)$: The number of vehicles traveling in a link $i$ at time $t$ (excluding the parked vehicles) – (unit: vehicles)
- **Travel Production** $P_i(t, t+\Delta t)$: The total distance traveled from all the vehicles traveling in a link between time $t$ and $t+\Delta t$ (unit: vehicle-meters)
- **Output** $e_i(t)$: The rate at which destinations along the link (or at its end) are being reached (unit: vehicles per time unit).

It is possible to calculate average quantities of these variables for periods comparable with a few cycles. The reason for this aggregation with time is to smooth the variations of traffic during a cycle: Congested conditions are developed near the stop line during the red interval, capacity conditions are observed in the period during which the queue is discharging at the saturation flow rate, and free flow conditions occur for the rest of the cycle.

Kinematic wave traffic theory shows that travel production for a cycle is related to accumulation during steady state conditions by a trapezoidal relation such as the one shown by the dark lines of figure 1. Travel production has been normalized in such a way that slopes in this diagram have units of speed ($L$ is the length of the link and $C$ the cycle). Three different regimes are clear in the figure. Regime I (travel production increases with accumulation) represents undersaturated states where queues are transient and the total number of vehicles served is smaller than the maximum possible. These states are contained in the shaded wedge OAB. Line OA (a best case) consists of production – accumulation pairs for which all the vehicles arrive during the green phase and are served from the link with zero delay traveling at free flow speed $v_f$. Line OB (the worst case) represents pairs with the maximum delay possible under undersaturated conditions. Since this delay is $r$ (the length of red phase) the average (worst case) speed $u$ is:

$$\frac{1}{u} = \frac{1}{v_f} + \frac{r}{L}.$$  

Regime II (line AC in figure 1) represents saturated states. The link is filled part way with permanent queues and demand equals capacity. There is a limit to accumulation (point C) corresponding to queues that fill the link. In this regime travel production is constant and equal to $L \cdot g \cdot s$, where $g$ is the duration of green phase and $s$ the saturation flow of the signal.

Regime III (production decreases with accumulation) corresponds to oversaturated states and the whole link is queued. They cannot arise by increasing the input flow; a restriction from downstream is necessary, for example if queues from downstream links block the departures during the green phase. Regime III consists of states where queues fill the link, vehicles are stopped or moving at saturation flow $s$.

According to Edie’s definitions (19) the mean flow $\dot{q}$ (density $\dot{k}$) of vehicles traveling over a link of length $L$ during a time $T$ is the total distance (time) traveled by all vehicles which were on
it during any part of time $T$ divided by $L \times T$, the area of the space-time domain observed. We prove that the rate mean flow (equal to production over $L \times C$) decreases with mean density (equal to mean accumulation over $L$) is equal to the congested wave speed $w$ of the fundamental triangular flow-density diagram. If $g_r < g$ is the duration of the real green time because of the downstream restriction, mean flow $\hat{q}$ and mean density $\hat{k}$ are:

$$\hat{q} = \frac{1}{L \cdot C} \cdot A_s \cdot \frac{s}{C} \cdot g_r \quad (5a)$$

$$\hat{k} = \frac{1}{L \cdot C} \cdot (A_s \cdot k_s + A_j \cdot k_j) = k_j - \frac{k_j - s / v_f}{C} \cdot g_r \quad (5b)$$

where $A_s = L \cdot g_r$ and $A_j = L \cdot (C - g_r)$ are the areas of the space-time where vehicles are observed at saturation density $k_s = s / v_f$ and jam density $k_j$ respectively during a cycle $C$. The first derivative of mean flow with respect to mean density is:

$$\frac{d\hat{q}}{dk} = \frac{d\hat{q}}{dg_r} \cdot \frac{dg_r}{dk} = -\frac{s}{k_j - s / v_f} = -w \quad (6)$$

During transition from regime I or II to III non steady states can be observed which do not belong to any of the regimes (for example transition from D to E). Figure 2 shows a sequence of travel production and accumulation pairs averaged over two cycles for 3 different links of the second study site during a run with time dependent demand. Values have been normalized for illustration purposes. It is clear that transitions between points in the steady state regimes occur by following different paths, but one can discern the trapezoidal edge of these paths.
MACROSCOPIC RELATIONS FOR NETWORKS

The big conjecture is that if a network is (roughly) homogeneously loaded and congestion is (roughly) evenly distributed over the network, then its production $P$ measures under steady state conditions is the sum of the measures for individual links and can be expressed as a function of the total accumulation of the network independently of the disaggregate link data:

$$P = \sum P_i = \sum Q_i(n_i) \equiv O(\sum n_i),$$

(7)

where $Q_i$ is the travel production function for the individual link $i$ and $Q$ for the aggregated quantities over the network. The quality of this approximation is an experimental issue. We also claim that the aggregated output $O$ (number of vehicles finishing their trips per time unit) under steady state conditions is a function of the total accumulation $\sum n_i$. Note that their ratio $O/P$ is the reciprocal of average trip length $\bar{L}$ for all the vehicles traveling in the network. If $n$ is the number of vehicles in a system; $\bar{\tau}$ is the mean service time; $\bar{v}$ is the average speed; $\lambda$ is the average entering rate and $o$ is the average exit rate, then according to Little’s formula for steady state conditions ($\lambda = o$) we have that $n = \lambda \cdot \bar{\tau}$. Production $P$ and outflow $O$ for an interval $\Delta t$ are $P = n \cdot \bar{v} \cdot \Delta t$ and $O = o \cdot \Delta t$ respectively and their ratio $O/P$ is:

$$\frac{O}{P} = \frac{o}{n \cdot \bar{v}} = \frac{o}{\lambda \cdot \bar{\tau} \cdot \bar{v}} = \frac{1}{\bar{L}}$$

(8)

One important point is that accumulation and travel production are observable quantities, but output is not; as technologies do not exist to measure the rate vehicles finish their trips. Next section gives evidence that output and travel production are linearly related as per (8).
Simulation evidence

i. Major Arterial

Traffic was simulated in the first study site with CORSIM microscopic simulation model (20) for two periods of 4 hours, the morning and evening peak. Traffic demand changed every 15 minutes. Vehicle-miles travelled (VMT) and vehicle-hours travelled (VHT) every 15 seconds were recorded. VMT and VHT data were aggregated every two cycles and travel production and accumulation calculated. To test the sensitivity of the relation between production or outflow and accumulation, different O-D tables were used by changing the turning movements in each of the intersections, and the input flows of the major arterial.

Figure 3a shows how travel production changes with accumulation. It is clear that equation 7 holds approximately. The three different regimes are clearly noticeable. For pairs in regime I, individual links are in regimes I and II of figure 1. For pairs in regime II (aggregated) most of the links operate at capacity, while in regime III (aggregated) individual links are in regimes II and III of figure 1. Congestion would be unevenly distributed over the network if individual links in regimes I and III persisted simultaneously. This would create points beneath the curve of figure 3a.

Figure 3b shows total outflow (output) and production pairs for the major arterial network. They are linearly related. This suggests that the (observable) traffic production and average traffic speed are good proxies for the (unobservable) aggregate output.

Figure 3a: Travel production vs. accumulation for Lincoln Ave., LA
ii. Downtown city center

Traffic was simulated in the second study site for a period of 4 hours with time- and space-dependent demand. If \( q_{ij}(t) \) is the demand generated from origin \( i \) to destination \( j \) at time \( t \), then the O-D tables were constructed as

\[
q_{ij}(t) = a(t) \cdot q_{ij}, \quad \forall i, j
\]

where \( a(t) \) is a step function changing with time every 15 minutes. For validating the insensitivity of the proposed macroscopic relations, many different runs were made with different \( a(t) \) functions and \( q_{ij} \) flows. Queueing diagrams with cumulative input-output curves where constructed. By considering the network as a single reservoir system output was estimated using equation 3. We tested the dynamic model predictions under different traffic conditions. Figures 4 and 5 show the most important results of the simulations.

First, figure 4a shows travel production-accumulation pairs aggregated per 2 cycles for the whole network for different runs. Four different states of the system (A, B, C and D) have been highlighted for comparison purposes. Figure 4b shows output vs. travel production pairs. We see that unobservable output and observable production are highly correlated for a variety of traffic conditions. Figure 4c shows views of the network during simulation. The four snapshots correspond to the states of figure 4a. State A belongs to regime I when the system is undersaturated and the average speed is about 25km/hr. As demand increases system moves to state B where the vehicle – miles traveled is near the maximum and the average speed is 17km/hr. In state C congestion is broad, long queues are observed and the average speed drops to 7km/hr.
In state D output is near to zero and the majority of vehicles are stopped. We found that when traffic conditions are very near to gridlock (point D) it is very difficult for the system to return to better traffic states (B or C) even if the demand decreases significantly. This means that it is necessary to prevent traffic in cities to move to states of very high accumulation and apply control in a preventive form.

Our experiment validates equation 7 for a real network with a hundred signalized intersections. The proposed relationship is robust for different O-D tables, a range of traffic conditions. By comparing figures 2, 3a and 4a we see that large systems observed over long times are predicted more reliably than small systems; “Bigger is better”. This suggests that large scale (the nemesis of traditional models) actually works in favor of the aggregate approach and that we can shift the modeling emphasis from microscopic predictions to macroscopic monitoring and control.

Figure 5a shows queueing diagrams for different runs. Cumulative output was estimated by considering the system as a single reservoir and applying dynamic equation 3. The exit function $G(n)$ is estimated using data points from all the runs and is shown in figure 5b. Figure 5c shows residuals, the differences between the observed and predicted pairs. It is clear that the model can predict output accurately. The last two curves really fit quite closely and they are almost perfectly superimposed when accumulation values do not belong to the decreasing branch of the diagram (Regime III). Predictions of regime III are more difficult, as expected, because the system is chaotic and not in steady state conditions when congested. But any control strategy should try and avoid states in this regime and monitor the states carefully if they arise. So, this is only a minor problem. A question that arises from the above is whether cities experience congestion with production-accumulation pairs in regime III, with speeds considerably less than 50% of the average speed during the off-peak. The answer is yes.

The Hellenic Institute of Transportation Engineers reports that during year 2005 average speeds in major arterials in the city of Athens during peak hours were three to five times smaller than the off peak average speeds (e.g. Alexandras Avenue – 5km/hr for peak hour, 25km/hr for non peak, Mesogion Avenue – 8km/hr for peak hour, 40km/hr for non peak) (20). In many European cities speeds in the centre are under 10 kilometers per hour at midday and slower during the rush. Developing countries face up similar problems. Drivers in Bangkok spend the equivalent of 44 days a year in gridlock (19). This suggests that the development of control strategies to relieve congestion and increase mobility could have a significant payoff.
Figure 4a: Travel Production vs. Accumulation for different runs in San Francisco network

Outflow = \frac{1}{1743} \times \text{Travel Production}

R^2 = 0.97

Figure 4b: Outflow vs. Travel production for different runs in San Francisco network
Figure 4c: Views of the San Francisco network for different traffic regimes
(white dots are vehicles; black sections are vacant portions of the pavement)
Figure 5: a. Queueing diagrams for different runs in San Francisco network
(Left axes: Cumulative inflow or outflow, right axes: Accumulation)

Figure 5: b. Output vs. Accumulation for all runs

Figure 5: c. Residuals
DYNAMICS AND CONTROL OF TWO RESERVOIR SYSTEMS

Reference (4) derived an ordinary differential equation for the system dynamics of a “one neighborhood (reservoir)” city. One can model a city as a single or multi-reservoir system depending on the geometry, the demand patterns and the distribution of trip destinations among the city. The requirement for homogeneity in traffic loads should determine the number of required reservoirs.

Consider now a city partitioned in two reservoirs, R₁ internal and R₂ external. This could be a case of a city where the internal reservoir R₁ attracts most of the trips during the morning commute and the external reservoir R₂ generates most of the trips at the same time period. It is assumed that there exists for each of the reservoirs an exit function \( G_i(n_i) \) (i=1, 2), which describes the steady-state behavior of the system. This function expresses the outflow from reservoir \( i \) as a function of its total accumulation \( n_i \). It is also assumed that there exists an entrance function \( C_i(n_i) \), which describes the maximum inflow (inflow capacity from now on) to the reservoir Rᵢ from the boundary as a function of its accumulation \( n_i \). The causality of function \( C_i(n_i) \) is that sufficiently large accumulations invariably restrict the input.

If the inputs change slowly with time we claim that the system will be near equilibrium all the time, and functions \( G_i \) and \( C_i \) will also, describe the system in the dynamic case. The outflow from reservoir \( i \) has two components; trips finishing inside reservoir \( i \) and trips exiting from the reservoir \( i \) to finish at reservoir \( i' = 3-i \). We assume that these outflows at time \( t \) are analogous to the number of vehicles willing to finish their trip at reservoir \( i \) or \( i' \) and being at reservoir \( i \) at time \( t \). If \( n_i(t) \) is the number of vehicles moving at reservoir \( i \) at time \( t \); \( q_{ij}(t) \) is the number of vehicles moving at reservoir \( i \) at time \( t \) whose destination is reservoir \( j \); \( q_{ij}(t) \) is the flow generated at reservoir \( i \) with destination reservoir \( j \) at time \( t \) and \( x_i(t) \) is a control variable of inflow capacity at reservoir \( i \) with \( 0 \leq x_i(t) \leq 1 \), then the dynamic equations between the state variables of the system \((n_1, n_2, n_{11}, n_{22})\), the control variables \((x_1, x_2)\) and the input \((q_{ij})\) of a system with two reservoirs are (time \( t \) is not included in the equations):

\[
\frac{dn_i}{dt} = (q_{ii} + q_{i'i}) + \min\left(x_i \cdot C_i(n_i), \frac{n_i - n_{i'i}}{n_i} \cdot G_i(n_i)\right) - \min\left(x_{i'} \cdot C_{i'}(n_{i'}), \frac{n_{i'} - n_{i'i}}{n_{i'}} \cdot G_{i'}(n_{i'})\right) - \frac{n_{ii}}{n_i} G_i(n_i), \quad i = 1, 2, \quad i' = 3-i
\]

\[
\frac{dn_{ii}}{dt} = q_{ii} + \min\left(x_i \cdot C_i(n_i), \frac{n_i - n_{i'i}}{n_i} \cdot G_i(n_i)\right) - \frac{n_{ii}}{n_i} G_i(n_i), \quad i = 1, 2, \quad i' = 3-i
\]

Equation 10 describes the conservation of flows for each of the reservoirs. The second term of the right hand side of equation 10 represents the exiting flow from reservoir \( i \) to \( i' \), while the third term the entering flow from reservoir \( i' \). The last term is the rate vehicles reach their...
destination (end their trip) in reservoir $i$. Equation 11 describes the conservation of flows for vehicles moving in the reservoir they will finish their trip. The general formulation for the multi-reservoir case (>2) will be described in a forthcoming paper.

We observe that the entrance function $C_i(n_i)$ is roughly invariant for a range of accumulation up to a critical value and then decreases for larger values. Figure 6 shows how $C_i(n_i)$ changes with accumulation for the San Francisco network for different runs. Note, however by comparing figure 4a and 6 that inflow capacity stays nearly constant for accumulations well into the undesirable regime III. Thus, the system should not be allowed to self-regulate. The figure also shows that inflow capacity is insensitive to different demand patterns for accumulations beneath the critical value, but is less predictable for values of accumulation in regime III.

![Figure 6: Inflow capacity vs. accumulation for San Francisco network for different runs](image)

**Figure 6: Inflow capacity vs. accumulation for San Francisco network for different runs**

### Control and Simulation

1. **Single reservoir systems:**

Reference (4) proved that for single reservoir systems the policy which minimizes total delay maximizes the output from the system and keeps reservoir in regime II. This policy distributes benefits widely as all car trips end sooner. Analysis also reveals the there are fewer vehicle-hours and higher speeds at all times. The idea is monitoring the system and when accumulation passes a chosen critical value in regime II, input flow is restricted.

A simulated test of this control strategy is presented for the San Francisco network. We considered the whole network as a single reservoir system and we restricted the demand generated in the boundary of the reservoir to keep accumulation as close to the critical value. The demand was changed a priori without monitoring the system as the simulation package is not interactive. A test under this constraint is strict, since feedback information to optimize control is
not possible. The cumulative demand with control was lower than the one without control for every time $t$. Figure 7 shows that by trying to keep the accumulation in regime II the total outflow of the system increased by 34% (60347 trips instead of 45083 in a 4 hour period).

![Figure 7: Outflow and accumulation with time for the San Francisco network with and without control in the boundary (no feedback in control)](image)

**ii. Two reservoir systems:**

We simulate here a system with two concentric reservoirs during the morning commute where the majority of people are moving to the centre of a city. We assume that the dynamic behavior of the system is governed by equations 10 and 11.

The internal reservoir is ten times smaller than the external reservoir. Vehicles are uniformly distributed in the city and at time zero a small number of vehicles is moving around the city and the rest is parked. Initially, vehicles enter the system at a constant rate; demand decreases with time after 350 time units (total duration of the simulation is 1000 time units). A trip generated from the interval reservoir will finish in the same reservoir with probability $f_{11}=0.7$, while a trip generated from the external reservoir has equal probability to finish in the internal or the external reservoir ($f_{22}=0.5$). Similar trapeziums outflow vs. accumulation relationship are assumed for each of the reservoirs. Critical values of the parameters are assumed to be proportional to the size of the reservoirs. First we let the simulation run without applying any control in the boundary of the two reservoirs. We observe (figure 8) that after some time the internal reservoir is subject to gridlock and outflow decreases to zero.

We repeat the simulation for the same demand pattern but a simple bang-bang feedback control strategy is applied. When accumulation in reservoir 1 is in regime III, $x_1=0$ and all the other times $x_1=1$. The philosophy of the control is that we try to keep accumulation in the internal reservoir in a range that maximizes outflow. When accumulation is higher than the critical value then inflow capacity in the boundary is restricted. This in practice is feasible by increasing the
red phases for movements directing in the centre (similar to Zurich’s strategy). The number of vehicles finished their trips is higher for both the internal and the external reservoir and speeds are much higher in the second case.

Furthermore, the proposed control strategy is quite parsimonious. Even if the relationship between production or outflow and accumulation is not accurately known, the critical values of accumulation (or average speed) are needed for the control. Even the critical value does not have to be precisely known as it can be estimated by tweaking the controls over days.

![Figure 8a: Cumulative outflow without (left) and with control (right) for a two reservoir system](image)

![Figure 8b: Accumulation without (left) and with control (right) for a two reservoir system](image)

**CONCLUDING REMARKS**

More research is necessary to derive control strategies for networks with more than one reservoir. The idea is to control the inter-transfers between the reservoirs in such a way to keep accumulation in levels for which outflow is maximized for areas with high density of destinations. Equity issues should also be considered as it is not necessary that this strategy is Pareto efficient for every case (Daganzo (4) proved this for a single reservoir system). It is
possible that this control favors people live in the centre of a city to people in the periphery. Thus, more opportunities should be given for these people, which usually belong to the poorer community groups. These opportunities could include attractable alternative modes of transport, congestion pricing for vehicles, bus lanes etc. Also, more research is required to develop methodologies for partitioning a city in neighborhoods (reservoirs) for which output and production are governed by equation 5.
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